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Abstract—Variability helps manage differences and commonalities within and across software systems. As variability is reflected in and facilitated through the software architecture, it is important to understand the problems that architects face when carrying out their tasks. This would help us improve methods for architecting variability-intensive software systems. In this paper, we therefore present an exploratory study to identify problems that occur when performing variability-related tasks during software architecting. Our subjects were 27 graduate students. We identified eleven problems as experienced by the subjects of our study. The paper also presents implications of the findings for the software architecture field. In particular, we discuss implications for architecture description, methods and tools, and the training of architects.
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I. INTRODUCTION

A. Research Problem

Variability in software systems is commonly understood as the ability of a software artifact to be changed (e.g., configured, customized, extended) for a specific context, in a preplanned manner [1]. Mechanisms to accommodate variability include software product lines, configuration wizards / tools in commercial software, configuration interfaces of software components, or dynamic runtime composition of web services [2-3].

So far, variability has primarily been addressed in the software product line domain [4]. However, variability imposes challenges on software development in general [4] as variability is a key fact of many, if not most, systems [2]. Moreover, variability is a relevant characteristic of the architectures of software systems [2, 5] and is explicitly reflected in and facilitated through the architecture [6]. Software architects encounter many situations where variability occurs. Examples include the deferral of design and implementation decisions to the latest point that is economically feasible, the configuration of single systems for customization, multiple deployment / operation and / or maintenance scenarios, the planned evolution of a system over its life cycle, self-* (adaptive, -healing, -managing, etc.) systems, or the need to achieve system qualities related to change (e.g., adaptability) [2].

As with many system properties, identifying and managing variability of a system (either single systems, product lines, system of systems, etc.) early on, and in particular during architecting, is preferred over discovering and addressing variability later in the life cycle [7]. Moreover, as variability is pervasive, architects need proper support for dealing with it. It is essential for the architect to have suitable methods and tools for handling (i.e., representing, managing and reasoning about) variability. This is particularly true as the software architecture discipline acknowledges that variability affects the whole architecture and is a concern of many different stakeholders.

However, there are currently no commonly accepted approaches that deal with variability holistically at the architecture level [5]. Instead, dealing with variability is usually limited to feature modeling or product configuration [4]. Variability in the architecture is a complex concept and dealing with it is a multi-faceted activity. Consequently, in order to develop appropriate support for architects to deal with variability, we need to comprehend the various problems architects face when attempting to carry out variability-related tasks. Therefore, in this paper we address the question of what problems are experienced while performing variability-related tasks when architecting a software-intensive system.

B. Goals and Contribution

Rather than identifying any potential problems that occur during software architecting (and that stem from generic architecting tasks) and then selecting the subset of problems related to variability, we explicitly focus on problems that occur while performing variability-related tasks (e.g., identifying variation points). We first report on an exploratory study with 27 graduate students to investigate variability-related problems. Then, we discuss implications of the results from this study. Thus, we contribute a) a list of eleven empirically-grounded problems identified by the study participants, and b) a discussion of the implications of these problems on architecture description, methods and tools, and the training of architects.

C. Paper Structure

Section II of this paper discusses background and related work. In Section III we introduce our research method. Section IV presents the results of our study and in Section V we discuss their implications. Section VI presents threats to the validity before we conclude the paper in Section VII.

II. BACKGROUND AND RELATED WORK

Supporting variability is essential to manage commonalities and differences across software, and to accommodate reuse in different organizations and product
versions. So far, variability has primarily been studied in the software product line (SPL) domain [4, 8]. In SPL, variability is understood as the ability of a software artifact to be configured, customized, extended, or changed for a specific context, in a preplanned manner [1]. Moreover, most definitions understand variability as “anticipated” change, i.e., change that is mostly foreseen, with predefined points of potential change and adaptation (“variation points”), as well as options for how to adapt software systems at variation points (i.e., “variants”) [6]. For example, a variation point in terms of a feature in an email client could be the encryption algorithm, and variants to resolve this variation point could be DES or IDEA. In addition, there is evolution of variability which might not be anticipated. Also, in SPL, the concept of “product line architecture” exists: It describes concepts and structures to achieve variation in features of different products, while sharing as many parts as possible in the implementation [9]. Thus, the SPL architecture captures the central design of all products of the SPL, including variability and commonalities in product instances.

However, compared to software architectures, product line architectures have a limited scope with regard to variability. First, product line architectures focus on addressing variability explicitly as “features” and “decisions”. On the other hand, variability in software architecture is often treated as a quality attribute [5]. In this sense, software architecture considers variability in a broader scope and acknowledges that variability is a concern of different stakeholders, and in turn affects multiple other concerns. Second, product line architectures encompass limited conceptual models, such as feature models, decision models or component-and-connector models [10]. However, variability and its impact on other models that are particularly relevant for software architecture (deployment models, information models, development models, etc.) has not yet been addressed sufficiently. When describing architectures, different architecture views (and their models) need to be managed, including the consistency between views (and between their models) [11]. Here, variability could either be a concern within a view, or we could have variability-specific views that address detailed variability-related concerns. This is particularly true for the impact of preplanned change on quality attributes. Third, a product line architecture assumes the existence of a product line infrastructure, including related processes (e.g., core asset development, product development, management) [12]. This is rarely the case for many software architectures which should support variability; as argued in Section I, product lines are only one way of facilitating variability.

Chen and Babar identified a broad range of technical and non-technical challenges related to variability in SPL [8]. Challenges that are relevant in the context of software architecting include 1) handling complexity, 2) knowledge harvest and management, 3) variability modeling and documentation, and 4) design decisions management and enforcement. Our work complements [8] by a) focusing on software architecting of systems beyond SPL, and b) investigating concrete tasks that architects perform rather than any task in the software life cycle.

III. RESEARCH METHOD

A. Exploratory Study

Exploratory studies are used when “research looks for patterns, ideas, or hypotheses rather than research that tries to test or confirm hypotheses” [13]. Current research on variability in software architecture has been rather sporadic (e.g., Bachmann and Bass [6]) and there is not much empirically-grounded theory for variability-related issues in software architecture. Thus, an exploratory study was appropriate. As the study was conducted as part of a graduate course on software architecture, we followed the checklist for integrating empirical studies with research and teaching goals, proposed by Carver et al. [14]. The steps of our study are illustrated in Fig. 1.

![Figure 1. Steps followed in the exploratory study.](image)

B. Research Question

The goal of the study was to identify problems that occur during software architecting when performing variability-related tasks. This leads to the research question of our study (already stated in Section I): What problems are experienced while performing variability-related tasks when architecting a software-intensive system? To answer this question, tasks related to variability were given to participants (see Section III.E and Step 2 in Fig. 1). We then approached the research question in two ways:

- Identification of implicit problems (problems that participants might not be aware of, but which are visible in their work results).
- Identification of explicit problems (problems that are stated by participants, and that may not be evident in the results of the tasks).

C. Study Participants

We used a combination of purposive and availability sampling [15] and involved graduate students in the study:

- Students were available and knowledgeable subjects with background in software engineering and architecture. As argued by Svahnberg et al., in some software engineering areas (e.g., requirements engineering), graduate students might act as substitutes for professionals [16]. Also, Kitchenham et al. argued that students are the next
generation of software professionals. Thus, they are relatively close to the population of practitioners [17].

- As argued by Berander, students can be used to investigate phenomena that have not been studied extensively before [18] (e.g., variability in software architecture).
- As argued in Section I, variability is a concern of many systems. Thus, most likely not only the most experienced architects that have to deal with it. Inexperienced architects that work in small or medium-sized projects might also be required to design for variability.

The study was part of a software architecture course for graduate students at the University of Groningen, Netherlands. Participation was not mandatory and had no effect on the grade. In total, we used data from 27 out of 31 participants. When selecting participants, we excluded participants with no industrial software engineering experience, and no academic background in software architecture and software modeling. We included participants with a) at least 1 year software engineering experience in industry, and b) any software architecture experience in industry, and c) any modeling experience in industry. We used these criteria as we consider completely inexperienced students as invalid participants for our study. This resulted in the data of 4 students being discarded. On average, selected participants had 2.3 years of academic education in modeling software, 1 year of experience with modeling software in industry, 1.6 years of software architecture studies and 0.7 years of dealing with architecture in industry. All selected participants had an undergraduate degree in software engineering or computer science. We acknowledge that students have not been extensively trained on how to handle variability, but this is also the case for most practitioners. Threats to validity caused by using students as participants will be discussed in Section VI.

D. The Software Project

Participants were provided with a description of a public transportation system\(^1\) (PTS) for buses, trains, subways, etc., including functional and non-functional requirements. This system has been chosen because a) it is a realistic system from the real world, b) it is comprehensible in a short period of time, c) it does not require specific domain knowledge as public transport systems can be experienced in daily life, and d) it provides reasonable variability, but also reasonable commonalities between different instances of the system. In the PTS, requirements are specified so that they address different instances. Instances of the PTS could be created for different cities, in different countries, with different infrastructure.

E. Tasks Performed by Participants

When architects in practice express their need for methodological support, they often think in terms of tasks that they need to perform [19]. Therefore, participants were expected to act in the role of a software architect responsible for handling variability issues during the design of the PTS. This means, the PTS was to be designed to accommodate planned variability. Resolving variability and evolution of variability beyond the design phase were not part of the assignment. To identify tasks, we chose four variability issues which, according to Capilla and Babar, are closely related to software architecting in practice [20]: 1) Common and specific requirements, 2) variability dependencies, 3) variability modeling, and 4) binding time.

1) Tasks related to common and specific requirements

The PTS includes requirements which are common across all instances of the system. Also, there are requirements which are specific to individual instances of the PTS. Therefore, participants were asked to
- determine possible common features (task 1.1),
- identify possible different features (task 1.2),
- derive variation points (task 1.3), and
- determine variants (task 1.4).

2) Tasks related to variability dependencies

Variation points and variants may depend on other variation points and variants. These must be made explicit in the architecture. Thus, participants were asked to identify
- dependencies and types of dependencies between variation points (task 2.1),
- dependencies and types of dependencies between variants (task 2.2), and
- dependencies and types of dependencies between variation points and variants (task 2.3).

3) Task related to variability modeling

In task 3, participants were asked to create a variability model. Creating the variability model aggregates the results from all previous tasks into one architectural model. Participants did not have access to a tool. Instead, participants used a simple annotation of UML diagrams as suggested by Sun et al. [21].

4) Task related to binding time

In task 4, participants were asked to suggest binding times for variation points (compilation, integration, deployment, runtime). Fritsch et al. discuss techniques to resolve binding time [22]. As binding times are not documented in UML diagrams, participants were asked to keep a separate documentation of binding time information.

F. Data Collection

Information about participants was collected through a paper-based pre-questionnaire. This included questions on the background (industry, academia), industrial experience, experience in software engineering, software architecture, variability, and academic degrees obtained so far. These questions were not directly related to the research question but allowed us to filter participants (see Section III.C).

Participants recorded the results from performing the given tasks (Section III.E), time spent working on the tasks as well as problems observed while performing the tasks on a paper-based worksheet. The open questions on the worksheet included question WQ1 (“What problems did you encounter when creating the variability model?”) and question WQ2 (“Please record challenges that you face when performing the given tasks. Also, please list the actions you would take to solve these challenges.”).

\[ http://score-contest.org/2011/Projects.php#lethbridge \] (last access: February 14, 2011)
chose to tackle these challenges.”). The results from the tasks allowed us to identify implicit problems. The answers to WQ1 and WQ2 helped us elicit explicit problems.

Behavior and reasoning behind performing tasks were collected on a paper-based post-questionnaire. Questions included PQ1 (“What overall challenges did you encounter when handling variability issues?”) and PQ2 (“What other information related to the concept of variability would you have found useful for better performing the given tasks?”). These helped us elicit explicit problems. We also asked how participants felt about the assignment and the tasks, using two questions and a 5-point Likert scale. Questions included PQ3 (“I distinguished variability in quality attributes and variability in functionality.”) and PQ4 (“I performed the given tasks in the given order.”).

G. Study Execution

The study took place in September 2010. For study execution, all study participants gathered in one room. The pre-questionnaire was distributed and each participant was given a unique identifier (Step 1 in Fig. 1). Anonymizing participants ensured that the researchers were not biased when analyzing the results. After the pre-questionnaire, participants were given an introduction to the assignment. A handout with information on the assignment and the worksheet to record the results were distributed (Step 2 in Fig. 1). The study was explained to participants to mitigate the risk of ambiguous or poorly understood tasks questions. One researcher was available to answer questions during the study. Questions from individuals were answered to all participants so that all participants had the same information. We did not answer questions related to performing the tasks or problems caused by tasks. We only answered questions related to the instructions of the assignment and the questionnaires. After completing the tasks, participants were given the post-questionnaire to record their experience about the assignment (Step 3 in Fig. 1). The study was scheduled for three hours but all participants finished earlier.

H. Data Analysis

We (the authors) analyzed implicit problems that became evident in the results of tasks, as well as explicit problems stated by participants while or after performing tasks.

1) Analysis of performed tasks

Descriptive statistics were used to analyze the data collected for each task (e.g., number of valid variation points, number of identified variants represented in variability model). The identification of problems in the performed tasks was based on the results for each task and each participant as recorded on the worksheet. As the goal was to unveil problems faced by participants, we a) analyzed the result of each task in detail (see Section IV) and b) used a set of quality criteria to evaluate each task (Table I). These criteria were derived based on the tasks given to participants. Some criteria in Table I are subjective (e.g., the number of variation points must be between 3 and 10). These numbers were chosen and refined a) based on looking at example specifications and implementations of the PTS, and b) after reviewing and piloting the study protocol.

<table>
<thead>
<tr>
<th>Task</th>
<th>Description of criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3 VP (i.e., variation points) are realistic and within scope.</td>
</tr>
<tr>
<td>2</td>
<td>1.3 VP are related to differences identified in tasks 1.1 and 1.2.</td>
</tr>
<tr>
<td>3</td>
<td>1.3 Number of VP exceeds 3 but not 10.</td>
</tr>
<tr>
<td>4</td>
<td>1.4 Variants are realistic and within scope.</td>
</tr>
<tr>
<td>5</td>
<td>1.4 There are at least 2 variants per variation point.</td>
</tr>
<tr>
<td>6</td>
<td>2.1 Dependencies between all VP were identified.</td>
</tr>
<tr>
<td>7</td>
<td>2.2 Dependencies between all variants were identified.</td>
</tr>
<tr>
<td>8</td>
<td>2.3 Dependencies between all VP and variants were identified.</td>
</tr>
<tr>
<td>9</td>
<td>3 Variability model includes all VP, variants and common parts.</td>
</tr>
</tbody>
</table>

TABLE I. QUALITY CRITERIA TO EVALUATE TASKS

Each task that met the criteria was assigned a score of 2. Each task that was not completed was assigned a score of 0, and tasks that were solved partially were assigned a score of 1. This resulted in one score per task and participant. Please note that we did not identify quality criteria for task 1.1, 1.2 and task 4. This is because task 1.1 and 1.2 are the foundation for task 1.3 and task 1.4. We therefore analyzed how common and variable features had been translated into variation points and variants. For task 4 (identification of binding times) we found it difficult to define valid quality criteria as the binding times depend on the individual understanding of participants. Thus, we only judged if binding times are reasonable or not in the context of the results of a particular participant.

2) Analysis of explicit issues stated by participants

Based on the answers to questions WQ1 and WQ2 on the worksheet, and questions PQ1 and PQ2 on the post-questionnaire, a list of all problems was created. Thus, all answers to open questions were read, and phrases of interest were coded with labels to reflect the topic of that phrase [23]. For this purpose we used atlas.ti.2 We also used constant comparison to analyze and to categorize data as starting points for codes [24]. The codes evolved during analysis. Analyzing qualitative data required integrating data where different participants might have used terms and concepts with different meanings, or different terms and concepts to express the same issue [25]. Thus, we used reciprocal translation [25]. Reciprocal translation helped summarize the newly identified issues that relate to similar issues by translating similar issues and problems into one another. This resulted in a list of unified problems. A frequency analysis of the occurrence of each problem (as formulated before reciprocal translation) indicated how often an issue had been mentioned.

For PQ3 and PQ4, we used simple frequency analysis to count the occurrences of scores provided on a 5-point Likert scale.

2 http://www.atlasti.com/
IV. RESULTS

In this section, we present the results from analyzing the worksheets and the post-questionnaires. We do not present the detailed outcomes of the tasks performed by participants, but a summary of findings for each task. Overall, we noticed that in some cases the task itself is a problem, whereas in other cases the task is a problem for a subset of participants, and in some cases certain parts of a task cause a problem. For example, in some cases less experienced participants performed worse than other participants. Here, “less” experienced was defined as having less than one year of industrial experience in software architecture. This characterization applied to 12 of the 27 participants.

As we had a single group of participants, we performed an initial cluster analysis on the time spent performing the tasks. However, we could not detect any grouping in participants that would reflect the experience or any other characteristic of participants. This means, the time spent on the tasks was not related to the background of participants. Furthermore, there was no correlation between the different times spent on the various tasks. We only found that participants who spent much time on identifying dependencies between variants also spent much time on identifying dependencies between variation points and variants (Kendall’s tau = 0.614, Spearman’s rho = 0.706, significant at the 0.01 level). To check how reliable our data are that were not determined as scores using the criteria in Table I, we calculated Cronbach’s coefficient alpha as $\alpha = 0.78$. Usually, $\alpha > 0.70$ is an indicator of reliable measurements [26]. For the score-based data, $\alpha$ was 0.72. Fig. 2 shows the frequency distribution of all scores achieved for the quality criteria listed in Table I.

![Figure 2](Image224 to 240)

Figure 2. Scores for quality criteria achieved by participants.

Dark grey areas in Fig. 2 indicate how many participants achieved a score of 2, white areas indicate how many participants achieved a score of 1, and bright grey areas indicate the number of participants with a score of 0. We further discuss Fig. 2 in the following subsections.

A. Tasks related to common and specific requirements

1) Common and varying features

The task given to participants did not differentiate between functional and non-functional features. Yet, during analysis we separated both to get a better understanding of where exactly problems occurred. Table II shows a summary of valid items identified in task 1.1 and task 1.2. By valid we mean that commonalities and differences were realistic and within scope as well as reasonable with regard to the problem description of the PTS. $\sigma$ denotes the standard deviation. Please note that we could not identify any correlation between valid common and varying features.

<table>
<thead>
<tr>
<th>Item</th>
<th>Valid items (average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common non-functional properties (task 1.1)</td>
<td>51% ($\sigma = 40%$)</td>
</tr>
<tr>
<td>Varying (functional) features (task 1.2)</td>
<td>59% ($\sigma = 38%$)</td>
</tr>
<tr>
<td>Varying non-functional properties (task 1.2)</td>
<td>81% ($\sigma = 38%$)</td>
</tr>
<tr>
<td>Common (functional) features (task 1.1)</td>
<td>86% ($\sigma = 30%$)</td>
</tr>
</tbody>
</table>

Finding: Participants had problems to identify common non-functional properties and varying functional features. On the other hand, identifying varying non-functional properties and common features were performed better (51% versus 81% of valid items, see Table II). This result is surprising as it would have been more intuitive to find a difference between functional and non-functional requirements. One reason could be that the PTS had more problematic functional properties than the average software-intensive system. Moreover, we found that less experienced participants performed significantly worse than more experienced participants when identifying common functional features and varying functional features. To identify the difference between less experienced participants and more experienced participants, we used a Mann-Whitney test, which resulted in $p = 0.07$ for identifying common functional features (based on the percentage of valid common functional features), and $p = 0.09$ for varying functional features (based on the percentage of valid varying functional features). A small $p$ indicates a significant difference between two groups. Based on the findings, we identified the following problems:

Problem 1: Identification of common non-functional characteristics based on the requirements description.

Problem 2: Identification of varying functional features based on the requirements description (particularly for less experienced participants).

2) Identification of variation points

As can be seen in Fig. 2, for the three criteria related to task 1.3, 20 participants reached a score of 1 for criterion 1, 16 participants a score of 1 for criterion 2 and for criterion 3, 19 participants reached a score of 2. When analyzing variation points in detail, we found the following:

- Valid variation points: On average, 61% of variation points were valid ($\sigma = 26\%$). A Mann-Whitney test revealed a significant difference between experienced (70% valid variation points) and inexperienced participants (49% valid variation points), with $p = 0.039$.

- Derivation of variation points: On average, 75% of valid variation points were derived from different features...
identified in tasks 1.1 and 1.2. This means, most participants successfully translated different features into variation points.

**Variation points in variability model:** On average, 71% (σ = 38%) of variation points were translated into the variability model, with only 14 / 27 participants translating all their valid variability points in the variability model. This means, almost 50% of participants failed with translating all variation points into the variability model.

**Finding:** Many participants created valid variation points. Also, the number of variation points was reasonable. Less experienced participants performed worse when defining variation points. Also, even if variation points are known, their translation into the variability model is a problem. This leads to the following main problems:

**Problem 3:** Identification of valid variation points (particularly for less experienced participants).

**Problem 4:** Translation of variation points into variability model.

3) **Identification of variants**

As can be seen in Fig. 2, for the quality criteria related to task 1.4, 17 participants reached a score of 1 for criterion 4, and 24 participants reached a score of 2 for criterion 5. When analyzing variants, we noticed the following:

- **Valid variants:** On average, 67% of variants were valid (σ = 30%).
- **Variants in variability model:** Similar as with variation points, on average, only 59% of variants were translated into the variability model (σ = 40%). Moreover, participants who successfully translated variation points into the variability model tend to be more successful when translating variants.

**Finding:** The number of identified variants was reasonable. Translating variants into the variability model appears to cause more problems than defining valid variants. Thus, the following problem was derived:

**Problem 5:** Translation of variants into variability model.

### B. Tasks Related toVariability Dependencies

1) **Dependencies between variation points**

As shown in Fig. 2, 15 participants reached a score of 0 for criterion 6 (task 2.1) and only 1 participant reached a score of 2. A detailed analysis of the dependencies identified by participants showed the following:

- **Valid dependencies:** When identifying dependencies between variation points, on average 34% of dependencies were valid (σ = 44%). This was calculated by determining the number of identified dependencies and the number of valid dependencies, per participant. The fact that σ is larger than the mean indicates highly scattered data related to dependencies between variation points. This means, the average is not a good indicator of how well the task was performed. Thus, a more thorough analysis showed that 16 participants could not identify any valid dependency, whereas 7 participants identified dependencies which were all valid. The remaining participants had some valid dependencies.

- **Valid dependency types:** On average, 57% of identified dependency types were valid (σ = 49%). Eleven participants did not identify any valid dependency type, 13 participants identified one type, 2 participants identified two types and 1 participant identified three dependency types.

- **Dependency types:** The following dependency types between variation points were identified: conflict (9x), requires (7x), and several other types which were named once.

**Finding:** Identifying dependencies between variation points caused major problems. Moreover, even though dependencies were identified, participants had problems characterizing these dependencies and describing how variation points would affect each other. Finally, a conflict appears to be the most common dependency between variation points.

**Problem 6:** Identification and characterization of dependencies between variation points.

2) **Dependencies between variants**

As shown in Fig. 2, 15 participants reached a score of 0 for criterion 7 (task 2.2). A more detailed analysis of dependencies between variants led to the following observations:

- **Valid dependencies:** On average, 46% of dependencies between variants were valid. However, similar to the average of valid dependencies between variation points (see previous subsection), σ = 48% indicates widely scattered results. Thirteen participants could not find any valid dependency whereas 11 participants identified dependencies which were all valid.

- **Valid dependency types:** On average, 48% of dependency types were valid (σ = 49%). Thus, a more detailed analysis showed that 13 participants could not identify any valid dependency type, 10 participants identified one valid dependency type and 4 participants identified two valid dependency types.

**Finding:** Dependencies that were identified include conflicts (11x) and some other types named once. These types are similar as the types for dependencies between variation points (see previous subsection).

**Problem 7:** Identification and characterization of dependencies between variants.

3) **Dependencies between variation points and variants**

In Fig. 2 we can see that 14 participants reached a score of 0 for criterion 8 (task 2.3). In detail, we found the following:

- **Valid dependencies:** The average number of valid dependencies was 43% (σ = 49%). Again, the large standard derivation is an indicator for the spreading of results, as already observed for dependencies between variation points in Section IV.B.1) and between variants in Section IV.B.2). Fourteen participants could not identify
any valid dependency whereas 11 participants identified only valid dependencies.

- **Valid dependency types:** On average, 38% of identified dependency types were valid (\(\sigma = 49\%\)). Sixteen participants could not identify a single valid dependency type. Ten participants identified one valid dependency type and 1 participant identified four valid dependency types (e.g., implements, optional, supports).

- **Dependency types:** The dependency types identified by participants were as follows: implements (7x), conflict (2x), and several other types named once.

**Finding:** Identifying dependencies between variation points and variants causes problems. This is a surprising finding as the relationship between variation points and variants could be considered as trivial, given the fact that variants are assigned to variation points as implementation options. The resulting problem is:

**Problem 8:** Identification and characterization of dependencies between variation points and variants.

C. **Variability Modeling**

Some of the results related to variability modeling (e.g., if commonalities and differences were represented in the variability model) were already discussed in Section IV.A. Therefore, this section focuses on observations made from the variability models. Variability models should combine all information from the previous tasks. The distribution of quality scores for criterion 9 (task 3) can be seen in Fig. 2. In detail we found the following:

- Six participants introduced new components into the variability model that were neither identified as variation points, nor as common features.
- Sixteen variability models only show variable parts but ignore common parts, and only 1 participant completely included variable and constant parts of the PTS.
- Only 3 participants were able to include correct dependencies (derived from task 2.1 to 2.3).
- The most difficult problems reported by participants by answering WQ1 were modeling of non-functional variability (2x) and dependencies between variation points, variants, etc. (7x). This confirms the findings from the previous subsections, and in particular Problem 6, Problem 7 and Problem 8.

**Finding:** The main problem when creating the variability model appears to be the lack of linking different concepts (commonalities, differences, variation points, variants, etc.) together in the variability model. Thus, besides Problem 4 and Problem 5, the resulting problems are:

**Problem 9:** Modeling of common parts.

**Problem 10:** Modeling dependencies between variation points, variation points and variants, and variants.

D. **Binding Time**

In our study, 8 out of 27 participants could not identify a single reasonable binding time for variants. Only 5 participants identified valid binding times for all variation point – variant combinations. On average, 46% of binding times were reasonable (\(\sigma = 39\%\)). This is an indicator that the concept of binding times was understood, but causes problems. The problem derived from this finding is essentially the whole task:

**Problem 11:** Identification of binding times for variation points and variants.

E. **Problems Identified by Participants**

As part of performing the tasks, we also asked participants to document challenges that they faced while performing the tasks. Moreover, we asked participants to document how they tackled these challenges (question WQ2 in Section III.F). The challenges were grouped based on the tasks. Fig. 3 shows a frequency distribution of how often a task was mentioned to impose a challenge. Fig. 3 confirms problems Problem 1 and Problem 2, as well as Problem 9 and Problem 10. However, Fig. 3 also shows how the results of participants and their own judgment of problems diverge. As we have shown before, identifying binding times was performed poorly. However, as shown in Fig. 3, only 1 participant stated problems with task 4.

![Figure 3. Problems imposed by tasks as stated by participants.](image)

Some of the concrete problems reported by participants include problems on how to decompose the architecture to address variability sufficiently. This challenge might be considered as a general architecture problem, not specific to variability. However, this problem can be related to Problem 9 and Problem 10. Moreover, participants found it challenging to handle the vagueness in requirements which are the cause for variability. Vagueness in requirements can be considered as natural or even as a precondition that makes a design for variability necessary. Thus, we did not consider this problem as a problem stemming from variability-related tasks in software architecture. The actions that were taken to tackle challenges (second part of WQ2) were reported poorly and could not be used for further analysis. This is an indicator that participants did not know how to tackle the problems they faced. For example, 1 participant stated that s/he tried to keep things simple and assume things when identifying variants.

F. **Results from Post-questionnaire**

Due to space limitations, we only provide a summary of the results obtained from questions PQ1 to PQ4 on the post questionnaire (see Section III.F). The results of the open coding of information about overall challenges (PQ1) are as...
follows: Identification of variation points (5x), identification of variants (4x), identification of dependencies (5x), handling non-functional requirements (2x), determine level of abstraction (2x). Some other challenges occurred once. These findings confirm Problems 3, 6, 7 and 8.

Answers to PQ2 (what other information would have helped with performing the tasks) included the need for more information about the system (3x). Again and similar to the problem of decomposing the architecture discussed above, this is a generic problem and not specific to variability.

For PQ3 (distinguishing variability in quality attributes and functionality) we found that 11 participants clearly distinguished variability in non-functional properties from variability in functional properties. Sixteen participants indicated neutral. Yet, the results did not indicate any correlation between participants that claimed that they distinguished non-functional properties and their success in identifying common and different non-functional properties. This confirms Problem 1 and Problem 2.

For PQ4 (performing tasks in given order), 19 participants indicated that they performed the tasks in the given order; 8 participants indicated they changed the order. In a follow-up analysis we found that participants that followed the tasks in the given order performed better when identifying common features, when translating variation points in the variability model, and when translating variants in the variability model. This means, systematically moving from the problem space (common and different features) to the solution space (variability model) increases the quality of results, compared to developing the variability model without thoroughly identifying and analyzing common and different features.

V. Implications

The goal of our study is to identify problems that occur while performing variability-related tasks when architecting software-intensive systems. In this section we elaborate on the implications of these problems.

A. Architecture Description

Even though literature acknowledges that variability is a key issue in most systems [2], the problems we identified are currently not dealt with systematically when describing architectures. It is commonly agreed that the architecture description of a system must deal with many different concerns of various stakeholders [11]. One way to address different concerns in software architecture is to organize the architecture description according to multiple views. Views are created using predefined architecture viewpoints (i.e., conventions for constructing and interpreting views) [11]. A viewpoint usually describes the stakeholders, their concerns, model kinds, meta-models, modeling techniques, operations, notations, etc. used in the views. As we currently lack viewpoints that frame variability-specific concerns and ensure consistency among different views of a variability-intensive system, our results unveil a discrepancy between architecture practice and research. Even though variability has been addressed in other domains of software engineering (e.g., in terms of tracing volatile requirements in requirements engineering), identifying and characterizing variability-related dependencies and ensuring their consistency has not yet been acknowledged in software architecture research.

B. Methods and Tools

Lately, there has been research on variability in product lines [4, 8]. Moreover, as found in our previous work [19], software architects in practice think in terms of development activities that they perform when describing their needs for new methods or tools. Therefore, our findings that target architecting areas where variability has a particular impact could thus help improve methods and tools. As argued in [8], tool support for variability in product lines to model variability has been proposed. On the other hand, complexity, knowledge harvest and management, design decisions and enforcement are not addressed by approaches. As shown in Table III, these are also the areas where we identified our eleven problems. Therefore, the following types of support should be provided by methods and tools:

- Management of dependencies between variation points, variants, and variation points and variants.
- Transition from variation points and variants to architecture models.

Both rank high in terms of urgency, given the low quality score that related tasks achieved. New methods / tools might be based on existing approaches from the product line domain (e.g., feature modeling), but to fully address the needs of architects (see Section I), new approaches are needed. Moreover, given the results of participants, we found several problems as more difficult than others. For example, identifying binding times was performed poorly and thus needs special attention. On the other hand, new methods and tools for handling variability types or deriving variation points from varying requirements appear less difficult.

C. Training of Architects

To discuss the implications on the training of architects, we first compared the problems we identified with challenges related to managing variability in the product line domain [8], see Table III. This helped us identify training areas based on our findings, and confirm these with findings of other researchers. Please note that we only take challenges from [8] into consideration that are related to architecting. Unfortunately, challenges identified in [8] are quite generic, which is why we could not accurately assign our problems to challenges. However, it helped us structure the eleven problems we identified. Table III shows that most problems are related to variability modeling. This means, our participants and industrial SPL professionals considered modeling as a major challenge. Consequently, variability modeling should be a focus of training architects.

As shown before, there are specific problems that only certain participants experienced. Therefore, training architects for variability can be separated into training for less experienced architects and architects in general. For less experienced architects, training should focus on the identification of varying functional features, and the identification of valid variation points. Training for architects
in general should focus on identifying and characterizing dependencies between variation points and variants.

TABLE III. MAPPING OF VARIABILITY-RELATED PROBLEMS TO CHALLENGES RELATED TO SPE IN INDUSTRY

<table>
<thead>
<tr>
<th>Problem</th>
<th>Complexity</th>
<th>Knowledge-based management</th>
<th>Variability modeling</th>
<th>Design decision management</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Identification of common non-functional characteristics</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2: Identification of varying functional features</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3: Identification of valid variation points</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>4: Translation of variation points into variability model</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>5: Translation of variants into variability model</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>6: Identification / characterization of dependencies between variation points</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7: Identification / characterization of dependencies between variants</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8: Identification / characterization of dependencies between variation points and variants</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>9: Modeling of common parts</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10: Modeling dependencies between variation points, variation points and variants, and variants</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11: Identification of binding times for variation points and variants</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

VI. THREATS TO VALIDITY

The validity of our results is subject to several threats.

Construct validity: Construct validity is concerned with how well an instrument measures a construct (theoretical concept) [27]. Our constructs are “problems” when performing variability-related tasks and were measured by a practical assignment. The assignment and the questions were piloted to determine if they help investigate our constructs. However, only one specific architecting experience was used to collect data. For other architecting projects, the perception of participants about “problems” might be different. Moreover, we judged the data ourselves; however, we used multiple sources of evidence (see also internal validity). To check if and how the constructs reflect their real-world counterparts, we related them to experiences of practicing architects (see Table III).

Internal validity: Internal validity relates to the extend to which the design and analysis may be compromised by confounding variables and other sources of bias [17]. In our study, some of the quality criteria used to evaluate the tasks are subjective. We tried to mitigate this risk by a) basing the criteria on existing implementations and specifications of the PTS, and b) refining them based on piloting and reviewing the study protocol, including data collection instruments and analysis. Moreover, we judged the data ourselves, rather than utilizing an expert reviewer. However, we cross-checked the results from different perspectives, e.g., checked if implicit problems were confirmed by explicit statements from participants. Also, it is sometimes argued that students lack commitment in academic studies. We tried to accommodate this problem by scheduling the study for September. During this time of the academic year, students tend to have less pressure to prepare assignments or for exams and thus are willing to invest effort. Furthermore, some participants might have misunderstood tasks. To mitigate this risk, researchers were available to answer questions throughout the study.

External validity: External validity is concerned with the ability to generalize the results of the study [28]. Due to the small sample size, results might be difficult to generalize. As the number of potential participants was restricted by the number of students enrolled in the software architecture class, we did not have any impact on the sample size. Consequently, we could not apply power analysis to determine the sample size needed to achieve statistically significant results. Moreover, we used availability sampling to recruit participants with a certain background. It would have been extremely difficult (if not impossible) to conduct such a study in industry using random sampling, given the required time commitment of participants. However, the use of students should not invalidate the results of this study; many important results have been found in other software engineering [16, 29] or software architecture [30-32] studies where students were used as subjects. Yet, we cannot claim that we completely mitigated the risk of using students and the resulting threat to external validity.

Reliability: To ensure reliability of our findings and the repeatability of the study, we piloted data collection instruments and reviewed the study protocol. However, some participants might have had problems to understand the PTS and its domain. However, the post-questionnaire explicitly asked for problems with the PTS but the responses did not indicate any problems with understanding the assignment.

VII. CONCLUSIONS AND FUTURE WORK

Variability is a concern of many, if not most software systems. To handle variability in the architecture, and understanding of the problems faced by architects is needed. Thus, this paper addressed the question of what problems are experienced while performing variability-related tasks when architecting a software-intensive system. We presented an exploratory study and identified eleven major problems based on variability-related tasks performed by participants. The problems were discussed in Section IV. We found that some of the problems are only relevant for some participants and some problems are identical to the tasks. Furthermore, we discussed implications of the problems on architecture description, methods and tools, and training of architects. Having empirically-grounded problems increases the quality and acceptance new methods and training plans.

Our future work is two-fold: First, based on these results and similar as in [8], we will do more systematic evaluations using practitioners as subjects to cross-check the problems
identified in this study, and to identify more problems. Second, we will use the problems to explore concerns for variability viewpoints. When constructing viewpoints for variability, valid concerns need to be identified. By valid, we mean that evidence for the relevance of concerns must exist, in the sense that concerns a) represent real stakeholder interests in the system, and b) are related to variability. The problems we identified can be used to derive empirically-grounded concerns for variability viewpoints.
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