Comparison of Density Estimation Methods for Astronomical Datasets
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Abstract
We study the performance of four density estimation techniques. Density estimators are applied to six artificial datasets (ad 1-6) and on two astronomical datasets (mgs1 and 2) derived from the Millennium galaxy sample (mgs) using a Monte Carlo process. We compared the performance of the methods in two ways: first, by measuring the mean squared error and Kullback–Leibler divergence of each of the methods; second, by the visualization of density fields. The results show that the adaptive kernel based methods perform better than the other methods in terms of calculating the density properly.

1. Introduction
Usage of densities in astronomical data analysis:
• Reconstruction of the field of simulation data [4]
• Analysing structures in phase space [5]
• Finding relations among galaxy color, morphology, environment etc. [1]

2. Density estimation methods
• k-nearest neighbors (kNN)
• adaptive Gaussian kernel density estimation (DEDICA) [6]
• a modified version of the adaptive kernel density estimation of Breiman [2] with Epanechnikov kernel, called the modified Breiman estimator (MBE)
• the Delaunay tessellation field estimator (DTFE) [3]

3. Error measures
• Mean Squared Error (MSE)

\[ MSE = \frac{1}{N} \sum_{i=1}^{N} (\hat{p}_i - p_i)^2 \]  

(1)

where \( \hat{p}_i \) is the density of the \( i^{th} \) data point obtained from the density estimator and \( p_i \) is the true density of that point.

• Kullback-Leibler divergence (KLD)
For two probability distributions \( f(x) \) and \( g(x) \) of a random variable \( X \), this is defined as:

\[ KLD(f \parallel g) = \int_{-\infty}^{\infty} f(x) \log \left( \frac{f(x)}{g(x)} \right) dx \]  

(2)

4. Datasets

5. Results

Figure 4: Artificial datasets: MSE and KLD for point densities.

Figure 5: Volume visualization (ad 4). Left to right: MBE, DTFE, kNN, DEDICA.

Figure 6: Top: difference (true density - method density) image visualization of ad 1. From left to right: diffDEDICA, diffMBE, diffDTFE, diffkNN density. Bottom: overestimation vs underestimation.

Figure 7: Derived datasets from the Millennium Simulation, mgs1 and mgs2: MSE and KLD for point densities.

Figure 8: Difference image visualization for mgs1. Left to right: True density field produced by DTFE, diffDEDICA, diffMBE, diffDTFE, diffkNN.

6. Conclusion
Choice of methods can depend on the application at hand:
• DEDICA or MBE where proper estimation of densities is required
• DTFE for finding and analyzing structures.
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