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1 Introduction

When Dave placed his own drawing in front of the ‘eye’ of HAL—in 2001: A
Space Odyssey—HAL showed to have correctly comprehended and interpreted
the sketch. “That’s Dr. Hunter, isn’t it?” [9]. But what would have happened if
Dave used the first page of a newspaper in front of the eye and started discussing
its contents? Considering HAL a system capable of AI, we expect HAL to rec-
ognize the document as a newspaper, to understand how to extract information
and to understand its contents. Finally, we expect Dave and HAL to begin a
conversation on the contents of the document.

Here we present a methodology based on model checking, which has been
successfully experimented on an heterogeneous collection of documents [1, 11],
to extract the content from images of documents. We focus on mechanically
generated documents, in contrast with hand-writing and sketches. Using terms
better-known to the image processing community, we are interested in logical
structure detection in the context of document image analysis.

Document image analysis is the set of techniques involved in recovering syn-
tactic and semantic information from images of documents, prominently scanned
versions of paper documents. An excellent survey of document image analysis is
provided in [8] where, by going through 99 articles appeared in the IEEE’s Trans-
actions on Pattern Analysis and Machine Intelligence, Nagy reconstructs the
history and state of the art of document image analysis. Research in document
images analysis is useful and studied in connection with document reproduction,
digital libraries, information retrieval, office automation, and text-to-speech.

There are two distinct tasks in document image analysis. The first has a
syntactical goal consisting of the identification of basic components of the docu-
ment, the so-called document objects. The second has a semantic goal consisting
of the identification of the role and meaning of the document objects in order to
achieve an interpretation of the whole original document. The syntactic informa-
tion is synthesized in the layout structure of the document, while the semantic
information goes under the name of logical structure. In the latter task, two sub-
tasks are usually identified: logical labeling, and reading order detection. Logical
labeling consists of the assignment to document objects of labels indicating their



role (page number, title, sub-title, etc.). Reading order detection aims at recon-
structing the sequence of textual document objects in which the user is going to
(or is supposed to) read the document at hand.

(a) (b)

Fig. 1. A document image (a) and its layout information (b).

The pattern matching and, more generally, the computer vision communities
have been very active in the field, especially in tasks tied to the layout structure
detection. On the other hand, logical structure extraction has only been dealt
with in very restricted domains, like the interpretation of addresses on envelops.
A fundamental step toward generality is to be found in [12]. Tsujimoto and
Asada present an algorithm to extract the logical structure from two-column
black and white images of documents with a simple known a priori layout. On
the negative side, no properties of the algorithm are known, the framework can
not be extended to any other type of document (especially if the layouts get
intricate) and no use is made of the textual information available.

The technique we use for reading order detection is based on model check-
ing. Model checking is one of the most successful applications of logic techniques
in computer science due to a number of factors, including effectiveness and ro-
bustness [6, 5, 4]. All model checking systems known in the literature involve a
temporal logic and a model with a finite number of states. The system which is
being modeled is represented as a finite state transition system, and specifica-
tions are expressed in a propositional temporal logic. The model checker works
by exploring all the states of the model, in this way it is possible to automati-
cally check if the specifications are satisfied. The termination of model checking
is guaranteed by the finiteness of the model.



In the next section, we illustrate how to transform document information into
a formal spatial model, overviewing the methodology we propose. In Section 3,
we illustrate a test case for the methodology in which we focus on the detection
of the reading order. In Section 4, we give some concluding remarks and open
directions for future research.

2 Document Images as Formal Models

Given a document image, we assume available its layout and logical labeling
information, that is, we assume identified the basic entities of the document, the
document objects, their location and their logical type. Considering, for example,
the document image in Figure 1.a, we assume given the segmentation of the
document as represented in Figure 1.b together with its labeling information.

The core of the methodology we propose lies in viewing the layout together
with the logical labeling information, as a spatial model, while considering log-
ical document rules as formulas of a specific logic. The process of extracting
logical information is then defined as an instance of model checking. The for-
mulas encoding document logical rules are checked against the model of a given
document image. The states (document objects) and paths (totally ordered col-
lections of document objects) satisfying these formulas are the logical structure
extracted from the document image. In Figure 2, we summarize the method-
ology. On the top left, a document image is represented. Via image processing
techniques one gets the layout and logical labeling information, [11]. Here we
assume that it is given. This information is transformed into a spatial model, as
we shall see next. The model is then used in SpaRe, our model checker. In our
current setup, the formulas used for model checking are written by an expert,
but it is easy to imagine that these could be directly written by the document
author, or they could be learned automatically. For the first case, imagine the
designer of a magazine to write down which are the formal rules he follows in
editing his magazine. While for the second, think of having a set of journals to
analyze and to provide the correct logical structure for a number of issues. The
learning system attempts to mine the formal rules behind the journal. These
rules could then be used to analyze the whole collection of the journal.

Let us analyze more precisely the transition from layout to a formal model.
In the present context, the layout is a set of document objects together with
geometrical information

DO = {do | do = 〈id, x1, y1, x2, y2〉}

where id is an identifier of the document object and (x1, y1) (x2, y2) represent
the uppermost-leftmost corner and the lowermost-rightmost corner of the bound-
ing box of the document object.1 In addition, we consider the logical labeling
1 Superimpose a coordinate system to the document image. The leftmost uppermost

corner has coordinates (0,0). The x axis spans horizontally increasing to the right,
while the y axis spans vertically towards the bottom.
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Fig. 2. The flow of information in document analysis as model checking.

information. Logical labels are associated with each document object and de-
scribe their function. Common examples are: title, subtitle, body, page number.
Given a set of labels L, logical labeling is a function lab, typically injective, from
document objects to labels:

lab : DO → L

As for the formal model, we consider a special spatial kind: a spatial model is
a tuple 〈S,R, ν, 〉, where S is a set of states, R is a set of bidimensional Allen’s
relations and ν : S → L is a valuation function mapping states to proposition
letters (the labels L in this case). The set of relations R consists of 13×13
relations, that is, the product of Allen’s 13 interval relations [2] (precedes, meets,
overlaps, starts, during, finishes, equals, and their inverses) on two orthogonal
axes. The definition closely resembles the one of a rectangle model of Balbiani et
al. in [3]. It is now easy to translate the layout and logical labeling information
available for a document image into a spatial model, as we show next.



Definition 1 (spatial translation). A document image, i.e., a set of docu-
ment objects DO and a labeling function lab, is translated into a spatial model
〈S,R, ν, 〉 by ·t in the following way:

1. For all do ∈ DO:

dot ∈ S

2. For all dot ∈ S:

ν(dot) = lab(do)

3. For all doti, do
t
j ∈ S:

(doti, do
t
j) ∈ Rk for some Rk ∈ R

where Rk is given by Allen’s relation on the x axis between the intervals
[xi1, xi2] and [xj1, xj2], and by Allen’s relation on the y axis between the
intervals [yi1, yi2] and [yj1, yj2].

It is immediate to notice that |S| = |DO| and |R| = 13×13. Less obvious may be
the fact that there is always a relation Rk ∈ R among any two document objects.
This follows from the fact that the Allen’s relations are jointly exhaustive and
pairwise disjoint, that is, given any two rectangles there is always one and only
one bidimensional Allen relation holding among them. For example, a rectangle
is equal on the x and equal on the y with itself, while the leftmost-uppermost
and the rightmost-lowermost bounding boxes in Figure 1.b are precedes on the
x and precedes on the y relation (in this order). If we look at the spatial model
as being a directed graph, we notice that document object are nodes, labeled
by the valuation function, that the graph is fully connected (there is a directed
edge from any node to any node), and that for every edge connecting two nodes
and denoting a bidimensional Allen relation, there is a converse edge denoting
the inverse of the bidimensional Allen relation.

3 A test case

We have applied the proposed methodology to extract the reading order from an
heterogeneous collection of documents. (For the experimental results and imple-
mentation choices see [1, 11], here we present the relation of the implementation
with the methodology based on model checking.) First, we consider a sub-model
of the spatial one defined in the previous section. We prune the model of many
of its relations in R following the rule to keep only the relations that represent
a “before in reading transition.” Intuitively, we consider a document object to
be before in reading of another one if it precedes or meets it on either axis, if
it contains it or if it overlaps with it. For the full set of Allen’s bidimensional
relations that we consider to identify a before in reading relation we refer to [1].
Second, we regard the set of pruned relations R as a unique transition relation



“before in reading.” The new model just identified is a directed transitive graph
(i.e., a directed graph, with the edge relation transitively closed). The modal
logician may recognize in it the typical structure of an S4 model. Third, we con-
sider the logic CTL to express rules to extract the reading order. In particular,
the reading order for a page is given by the formula

EG((title ∨ body of text) ∧ ¬page no ∧ ¬caption)

for the complete syntax of CTL we refer to [5], here we just give an informal
explanation. The formula states that there exists a path such that all elements
of the paths are either labeled as title or body of text and are not captions and
not page numbers.

In general, various paths in the model will satisfy a given CTL formula like
the one above. Of all paths, we consider only those of maximal length. The
driving assumption is that all textual document objects must contribute to the
reading order. We further rank the remaining paths by considering the natural
language probability of each given transition. By using shallow natural language
processing techniques and retrieving the textual content of each document object
associated with a state of the model, we assign a probability to each reading order
found.

Experimental results and details of the natural language tools used are pre-
sented in [11]. For example, the result of the model checking for the document in
Figure 1 are presented in Figure 3. Two reading orders are identified. The nat-
ural language processing then assigns a higher probability to the reading order
on the right in Figure 3.

(a) (b)

Fig. 3. The result of model checking the document in Figure 1.



4 Concluding Remarks and Future Work

We have presented a new approach to the problem of logical structure detec-
tion in document image analysis. The prominent feature of the approach is its
modularity. To extract different sorts of logical information from a document,
one only needs to rewrite the modal formula to be checked and leave the whole
architecture of the system untouched.

In the context of document image analysis, the presented proposal is the first
to use Allen relations at the semantic level. Up to now Allen’s relations have been
only used as a feature descriptor (thus at the syntactic level of a layout property)
[7, 10].

For future research there are various questions and directions open for in-
vestigation. The first question regards which is the appropriate logic to use for
model checking with the most general spatial model as defined in Section 2.
Given the sort of transitions in the model, bidimensional Allen relations, the
appropriate starting point looks like a bidimensional generalization of Venema’s
logic of chopping intervals [13], but the issue is still open. The next challenge for
us consists of identifying appropriate formulas to deal with independent reading
orders. Independent reading orders arise in complex documents with indepen-
dent portions of text. A typical example is the first page of a newspaper, where
different unrelated news all appear together in the same page. A final impor-
tant issue resides in automatically finding formulas describing logical rules of a
document. Data mining and learning techniques seem the most appropriate to
achieve this goal; the road to the solution is completely open for investigation.
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