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Abstract
We propose a new graph layout method based on a modification of the t-distributed Stochastic Neighbor Embedding (t-SNE) dimensionality reduction technique. Although t-SNE is one of the best techniques for visualizing high-dimensional data as 2D scatterplots, t-SNE has not been used in the context of classical graph layout. We propose a new graph layout method, tsNET, based on representing a graph with a distance matrix, which together with a modified t-SNE cost function results in desirable layouts. We evaluate our method by a formal comparison with state-of-the-art methods, both visually and via established quality metrics on a comprehensive benchmark, containing real-world and synthetic graphs. As evidenced by the quality metrics and visual inspection, tsNET produces excellent layouts.

1. Introduction
Graph drawing (GD) is an important subfield of information visualization. Yet, making a ‘good’ drawing becomes more difficult for large and densely-connected graphs. Assuming edges are drawn as straight-line segments, the main goal of graph drawing is assigning appropriate coordinates to graph nodes, an operation known as graph layout. Many graph layout methods exist, e.g., force-directed methods [Ead84, FR91], spectral methods [Hal70, BP07], and dimensionality-reduction methods [KS80, HK04, GKN05].

In contrast to traditional GD methods, dimensionality reduction (DR) methods typically map the graph connectivity information to a high-dimensional space [HK04], e.g., via the graph-theoretic distances between all pairs of nodes [KS80, KKH89]. This high-dimensional data is then suitably mapped to 2D space to create the graph layout. While graph drawing by DR is elegant and simple, few methods exist in this class. This provides opportunities for improved graph layout methods that take advantage of advances in DR which provide increasingly more accurate, flexible, scalable, and easy-to-use techniques, as described in detail in Sect. 2.

In this paper, we propose a new DR-based method for graph drawing. We leverage t-SNE [vdMH08], one of the most acclaimed DR methods, extensively used in machine learning, computer vision, and information visualization [MKS15, DJV14]. In contrast to other DR methods used for GD—which aim to preserve distances between points when mapping these to 2D space—t-SNE aims to preserve point neighborhoods. As we argue later on, neighborhood preservation is desirable for GD. We describe a way to encode the graph as a distance matrix, along with a suitable modification to the standard t-SNE cost function and iteration parameters, that allow us to map the graph’s connectivity to a 2D projection. Our method—called tsNET, a play on ‘t-SNE’ and ‘network’—is simple to implement and use, and has a single free parameter, perplexity, described in more detail in Sect. 5. Moreover, tsNET inherits the proven robustness and quality properties of t-SNE, and generates high quality layouts for a wide variety of graphs. We evaluate tsNET by comparing it quantitatively and qualitatively with several state-of-the-art methods on a representative family of real-world and synthetic graphs.

This paper is organized as follows. Sect. 2 discusses related work in DR and graph layouts. Sect. 3 presents our method. Sect. 4 shows our results on a comprehensive graph benchmark. Sect. 5 discusses tsNET, and Sect. 6 draws conclusions and outlines future work.

2. Background
Our work is related to both dimensionality reduction and graph drawing. We review related work in both of these areas below.

2.1. Dimensionality reduction
Dimensionality reduction (DR) considers the problem of reducing the number of dimensions of a dataset while retaining relevant data patterns. Given a set of \(N\) \(n\)-dimensional observations \(\{x_i \in \mathbb{R}^n\}_{i=1}^N\), a DR technique is a function \(f : \mathbb{R}^n \rightarrow \mathbb{R}^m\) that maps \(\{x_i\}\) to a set of low-dimensional points \(\{y_j \in \mathbb{R}^m\}_{j=1}^N\).
where \( m \ll n \) and typically \( m \in \{2, 3\} \), so that the so-called ‘data structure’ is preserved [MCMT14]. DR methods can be classified into distance-preserving and neighborhood-preserving methods. Distance-preserving methods aim to minimize a cost such as the so-called aggregated normalized stress

\[
\sigma = \sum_{i,j} \left( \frac{d(x_i, x_j) - \|y_i - y_j\|}{d(x_i, x_j)} \right)^2.
\]

Here, \( d(\cdot, \cdot) \) is a distance metric over the input space of \( f \) and \( \|\cdot\| \) is usually the Euclidean 2D distance. Such methods are used when reasoning about inter-point distance ratios is important.

Neighborhood-preserving methods try to maximize overlap between \( k \)-nearest neighborhoods in the input (\( \mathbb{R}^n \)) and output (\( \mathbb{R}^m \)) spaces, and help find groups and outliers. Distance-preserving and neighborhood-preserving methods have related, but not identical, aims. In particular, distance-preservation gets hard when the dimensionality \( n \) is high [dST03, JPC11]; neighborhood-preserving methods handle high \( n \) values better [vdMH08, PLvdM15].

DR methods can also be classified into projections or distance-based methods. Projections require the actual \( \mathbb{R}^n \) coordinates of the \( n \) input points, and thus require \( O(nN) \) in space complexity [MCMT14]. Such methods are not directly applicable in a GD setting, as we do not typically have a way to generate \( n \)-dimensional coordinates of nodes in a graph. Distance-based methods, also called multidimensional scaling (MDS) methods, use only the pairwise distances between all \( x_i \) and require \( O(N^2) \) space complexity [Tor52, BSL08]. MDS methods are more general than projections, as they do not require explicit \( \mathbb{R}^n \) coordinates for the input points.

In the MDS class, ISOMAP [TdSL00] first determines which data points are neighbors in \( \mathbb{R}^n \), then determines geodesic distances between these points (in \( \mathbb{R}^n \)), and finally performs classical MDS with the pairwise geodesic distances. LSP [PNML08] works by first projecting a subset of the \( \mathbb{R}^n \) points via classical MDS, and next uses neighborhood information from \( \mathbb{R}^n \) to place the rest of the data points in \( \mathbb{R}^m \). LAMP [JPC11] is similar to LSP. It first projects a subset of points via classical MDS, yet it also allows the user to interact with the positioning of these points. IDMAP [MP06] uses a distance metric based on cosine similarity, and subsequently makes a FastMap [FL95] projection which in turn uses a force-based placement approach. Landmark MDS [dST03] and PivotMDS (PMDS) [BP07] are sampling-based approximations of classical MDS. They place representatives from the input data with high accuracy, while remaining nodes are placed via linear combinations of the representatives. Both methods are very fast, PMDS typically produces better results as it takes into account distances to non-representatives when placing the representatives. For a complete overview of DR methods, we refer the reader to recent surveys in the area [SVPM14, CG15].

### 2.2. Graph layouts

#### General considerations:

A graph \( G = (V, E) \), also known as a network or relational dataset, consists of a set of nodes \( V = \{x_i\}_{i=1}^N \) and a set of edges \( E = \{(x_i, x_j)\} \subseteq V \times V \) that map relations between nodes in \( V \). Both nodes and edges can have additional data attributes (such as weights), although many GD methods ignore weights.

A graph layout algorithm can be seen as a function \( L \) that takes as input a graph \( G \) and outputs a set of (typically 2D) node coordinates, i.e., \( L(G) = \{y_i \in \mathbb{R}^2\}_{i=1}^N \). We cannot describe all graph layout techniques here; for recent comprehensive surveys on the topic we refer to [Tam13, vLKS11]. Next we provide details about graph layout methods that are particularly relevant for our goal—drawing large and potentially highly connected graphs.

A popular choice for graph layouts is SFDP [Hu05], which is available in GraphViz [ATT]. SFDP uses a multilevel approach and quadtree optimizations, which makes it usable for fairly large graphs. A drawback of SFDP is that it rigidly enforces uniform-length edges, which can be aesthetically pleasing but does not always result in the most insightful layout.

GRIP [GK01] is a nearly linear multilevel method that uses node filtrations based on maximal independent sets. A similar method uses a hierarchy of progressively less coarse graphs [Wal01]. Multilevel approaches make graph layout more scalable, but assume that pairs of nodes with small graph-theoretic distances also have small distances in the optimal layout [Noa07a].

The \( r \)-PolyLog class of energy models [Noa07a], which contains the LinLog energy model, aim to compromise between enforcing uniform edge-lengths and separating highly connected node clusters. LinLog can draw graphs that consist primarily of clusters very well, but is less successful for other graph types.

#### Graph layouts by DR:

A particular class of graph layout methods is explicitly based on DR techniques and we discuss these in more detail, as they are most relevant to our method. A key to the DR-approach is suitably defining the distance \( d \) so that minimizing the stress \( \sigma \) (Eqn. (1)) reflects a good layout. For this, \( d \) can be set to the graph-theoretical shortest-path distance between nodes \( x_i \) and \( x_j \). Minimizing stress for graph drawing was originally done by [KSH00], and later by [KKH89]. NEATO [Nor04] is a popular implementation that minimizes the stress, and is available in GraphViz [ATT]. Graph drawing by stress majorization [GK05] minimize stress by means of majorization. A drawback of minimizing stress directly is that it fails to untangle many complex graphs because it aims to rigidly preserve distance.

ACE [KCH03] is a very fast method that uses a matrix-representation for the graph and several of its properties. It uses transformations to coarser, lower-dimensional matrices, and finds a layout that is projected back to the higher-dimensional representation where it is adjusted to solve the original problem. ACE works well for mesh-like graphs, but produces sub-optimal layouts for sparsely-connected graphs, such as trees. A related multilevel method is [FT07].

Graph drawing by high-dimensional embedding [HK04] is a very fast method that first makes an \( n \)-dimensional embedding, using \( n \) pivot nodes and the graph-theoretic distances from those pivot nodes to all other nodes. Subsequently, dimensionality is reduced from \( n \) to 2 by means of PCA. This method does not work well for non-mesh-like graphs. Also, PCA is well-known to poorly pre-
serve distances when the $n$-dimensional data does not lie on a linear subspace of $\mathbb{R}^n$.

[Kor04] builds on the high-dimensional embedding idea by additionally considering the high-dimensional subspace spanned by the eigenvectors of the Laplacian matrix of the graph, and projects this to 2D utilizing the graph’s structure. This method works well for meshes but less so for other graph types.

ws-SNE [YPK14] proposes a general framework to theoretically unify DR methods and GD methods. ws-SNE also uses cost terms originating from t-SNE, but employs different distance measures and optimization strategies than we propose here (for details, see Sect. 3.2). More recently, s-SNE [LYC16] built further on ws-SNE originating from t-SNE, but employs different distance measures.

3. Method

We next present our graph layout method. As our method exploits t-SNE, we first outline t-SNE (Sect. 3.1). Our method proper follows in Sect. 3.2.

3.1. t-SNE

t-SNE is a neighborhood-preserving MDS method that is often used for creating scatterplots of high-dimensional data [vdMH08]. It works by defining probabilities $p_{ij}$ of picking a point-pair in the input space and probabilities $q_{ij}$ of picking a point-pair in the output (2D) space. The probability $p_{ij}$ of picking the pair $(x_i, x_j)$ is the symmetrized version of the conditional probabilities $p_{|i|}$ and $p_{|ji|}$

$$p_{ij} = p_{ji} = \frac{p_{|i|} + p_{|ji|}}{2N}, \quad p_{ii} = 0,$$

where the conditional probabilities $p_{|ji|}$ are given by the normalized Gaussian distribution

$$p_{|ji|} = \exp\left(\frac{-d_{ij}^2}{2\sigma_i^2}\right) \sum_{k \neq j} \exp\left(\frac{-d_{ik}^2}{2\sigma_i^2}\right), \quad p_{ii} = 0,$$

which gives the probability that $x_i$ has $x_j$ as neighbor. Here, $d_{ij}$ is the distance between $x_i$ and $x_j$ in input space. The Gaussian standard deviation $\sigma_i$ can be either hand-picked or found e.g., by binary search so that the perplexity $\kappa_i = 2^{-\sum_{j \neq i} \log_2 p_{ij}}$ for every point $x_i$ matches a user-defined value. The perplexity measures the effective number of neighbors of a point. If $x_i$ is in a dense region, $\sigma_i$ generally has a low value to match the perplexity. In sparser regions, $\sigma_i$ typically gets a large value. Finally, $q_{ij}$, the probability of picking the pair $(y_i, y_j)$ in the output (2D) space, is given by

$$q_{ij} = q_{ji} = \frac{1}{\sum_{k \neq j} \left(1 + \|y_k - y_j\|^2\right)^{-1}}, \quad q_{ii} = 0,$$

which is a normalized (heavy-tailed) Student’s $t$-distribution.

Node positions $y_i$ in the 2D space are found by minimizing (with respect to $y_i$) the Kullback-Leibler divergence between the probabilities of picking pairs of low- and high-dimensional data points:

$$C_{KL} = \sum_{i \neq j} p_{ij} \log \frac{p_{ij}}{q_{ij}}.$$

This minimization is typically done using gradient descent. The gradient $\frac{\partial C_{KL}}{\partial y}$ is easily expressed in analytic form and the minimization is therefore straightforward to implement.

t-SNE is among the best MDS methods that succeeds in emphasizing relevant point-groups while also capturing local variation within groups [MKS’15, DJV’14].

3.2. tsNET

Given a graph $G$, our layout method has three steps, as follows. We first compute the graph-theoretic shortest-path distances $d_{ij}$ between all nodes $x_i$ and $x_j$ of $G$. If no path exists between $x_i$ and $x_j$, $d_{ij}$ is set to a large arbitrary value. This yields a symmetric $N \times N$ matrix $D = (d_{ij})$. Next, we use $D$ to construct a cost function $C$ as a sum of three terms:

$$C = \lambda_{KL} C_{KL} + \lambda_{e} \sum_i \|y_i\|^2 - \lambda_{\text{disp}} \sum_{i \neq j} \sum_{\|y_i - y_j\|} \log_2 \|y_i - y_j\| + \epsilon_e.$$

Here, term 1 is the Kullback-Leibler divergence from t-SNE (Sect. 3.1); term 2 denotes so-called compression, which is known to reduce the t-SNE optimization time [vdMH08]; and term 3 repulsed nodes $y_i$ to prevent undesirable clutter and attain even dispersion (entropy in [GHN13]). The weights $\lambda_{KL}, \lambda_{e}$, and $\lambda_{\text{disp}}$ govern the impacts of the different terms, and do change during optimization. A small regularization constant $\epsilon_e = \frac{1}{N}$ is added to treat situations of nearly co-located nodes. We have also considered electrostatic repulsion, but finally settled on the entropy from [GHN13] motivated by empirical results and the simple analytic form of its gradient when $\epsilon_e = 0$: $\frac{\partial C}{\partial y_i}(\frac{1}{2} \sum_{\|y_i - y_j\|} \log(\|y_i - y_j\|)) = \sum_{\|y_i - y_j\|} \frac{y_i - y_j}{\|y_i - y_j\|}$.

The 2D node positions $\{y_i\}_{i=1}^N$ are found by minimizing $C$ by means of momentum-based gradient descent, as in classical t-SNE. For this, we propose a three-stage method. First, we randomly initialize $y_i$. Secondly, we do momentum-based gradient descent optimization on $C$ with $(\lambda_{KL}, \lambda_{e}, \lambda_{\text{disp}}) = (1, 1, 2, 0)$ until the summed displacement of nodes in the layout is smaller than a given threshold.
In the third stage, we use the node positions to do the same optimization, but with \((\lambda_{KL}, \lambda_c, \lambda_e) = (1, 0.01, 0.6)\). The second stage aims at accelerating the ‘untangling’ of the graph with the aid of compression. The third stage optimizes for the final layout where we want to prevent too closely placed vertices and the fishy effect distortion introduced by high \(\lambda_c\). We call the above method tsNET.

As a refinement of this method, we initialize \(y_i\) using PivotMDS in stage 1, and then in stage 2 use the parameter settings \((\lambda_{KL}, \lambda_c, \lambda_e) = (1, 0.1, 0.1)\). Stage 3 remains unchanged. The weight of the compression term in stage 2 has been lowered to prevent it from distorting the PivotMDS layout. We call this method tsNET\(^*\). Section 4 will show the advantages of tsNET\(^*\) over tsNET.

To better explain the effect of the individual cost terms, Fig. 1 shows layouts computed with and without certain cost terms on a graph of 1005 nodes and 3808 edges. We see that plain t-SNE \((\lambda_c = \lambda_e = 0)\), shown in Fig. 1a, generates a layout with undesired occlusions, folds, an uneven node density, and has a slow convergence (requires many iterations). As such, plain t-SNE is not enough to generate a good graph drawing. Such aspects are removed by the additional components of tsNET and tsNET\(^*\), as Figs. 1b to 1e show. We observed similar effects on other graphs we tested (which are introduced further in Sect. 4.1).
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**Figure 1:** The effect of the additional cost terms, with the number of gradient descent iterations needed for convergence.

Important differences exist between ws-SNE and tsNET. First, ws-SNE uses different cost functions: Different repulsion terms are used (compare Eqn. (2), term 3, with \(\sum_{i,j} p_{ij}||y_i - y_j||^2 + \lambda_c \sum_{i,j} M_{ij} \exp(-||y_i - y_j||^2)\) from [YPK14]). We use a compression term (Eqn. (2), term 2) to reduce optimization time. To our understanding, ws-SNE does not (and cannot) use such a term, as it relies on so-called separable divergences (sums of pairwise terms depending on data points \(i\) and \(j\)). Moreover, ws-SNE uses the degree centrality of nodes in its repulsion term \((M_{ij}\) in the above expression), to favor good placement of central nodes. As shown next in Sect. 4, we obtain good results even without computing such a term, which can be expensive for large graphs. Finally, we compute \(p_{ij}\) from shortest-path distances, whereas ws-SNE assumes that \(p_{ij}\) are computed from the \(k\)-nearest-neighbors of graph nodes; however, how this is precisely done is not specified in [YPK14], nor are shortest-path distances named in this context.

We have implemented tsNET in Python 3, using the Theano numerical library [BBB\(^*\)]. Our open source is available online at [Kru16]. Its space and time complexities are \(O(N^2)\) and \(O(tN^3)\), resp., with \(t\) the number of gradient descent iterations—around several hundreds in our benchmark. If desired, massive accelerations are easily doable, see further Sect. 5.

**4. Evaluation**

We evaluate our layout method by comparing it to several state-of-the-art layout methods on a set of synthetic and real-world graphs with various sizes (Sect. 4.1). Sect. 4.2 compares the obtained graph layouts visually. Sects. 4.3 to 4.5 compare layouts via several quantitative metrics. Sect. 4.6 compares running times for our methods. Sect. 4.7 shows how our layouts can be further enhanced by edge bundling. Finally, Sect. 4.8 demonstrates that our method can also construct 3D layouts.

**4.1. Benchmark**

To evaluate tsNET\(^*\), we used a wide set of graphs and layout methods, as follows.

Table 1 lists the graphs we used for benchmarking. These include real-world collaboration networks, structural problems from the Harwell-Boeing collection [DGL89a], mesh-like graphs, and tree-like graphs. Many of our graphs come from the Florida collection [DH11], a well-known source for graph drawing and graph analysis. Other sources are synthetic graphs computed with [Pei14, ATT] and graphs from [MAH12] (a recent DR-based graph layout method). These graphs are used in additional papers beyond those listed in Tab. 1. However, these could not all be included for space reasons.

We compare tsNET\(^*\) with the following layout methods:

**IDMAP** [MPd06], as implemented in VisPipeline [POM07];

**LSP** [PNML08], as implemented in VisPipeline [POM07], with number of control points set to 10% of the number of nodes;

**PMDS** [BP07], as implemented in Tulip 4.8.1 [Aub04], with number of pivots set to 10% of the number of nodes;

**SFDP** [Hu05], as implemented in GraphViz 2.38 [ATT];

**LinLog** [Noa07a], as implemented by the author [Noa07b];

**GRIP** [GK01], as implemented by the authors [Yus01]. The GRIP implementation in Tulip was also evaluated, but it produced visually inferior results, which are not shown here.

**NEATO** [Nor04], as implemented in GraphViz 2.38 [ATT];

All compared methods are well-known, and have open-source implementations, which makes it easy to replicate our experiments. We chose IDMAP and LSP, which are DR projections, specifically to show the advantages of our t-SNE-based method as opposed to other DR methods. We chose GRIP, PMDS, SFDP, and LinLog since these are well-known methods, present in many graph drawing papers. However, it is fair to note that these methods do not...
use a ‘full stress’ model, in contrast to ours. On the other hand, we compare also with NEATO, which does use such a model. For all graphs, we use the same method parameters, as given in Sect. 3.2, except \( \lambda \approx 0.1 \) for \( \text{dwt}_72 \), which gave better results.

### 4.2. Visual comparison

Tabs. 5 and 6 visually compare the obtained layouts; rows indicate graphs, and columns indicate layout methods. We see that tsNET* is of the same or, we argue, in some cases higher visual quality than the compared layouts, in terms of node clutter, minimizing unnecessary distortions, and preserving symmetry in the input graphs. Edge length distribution, encoded in edge color, shows that tsNET* slightly favors short edges (column 2 in Tabs. 5 and 6 shows relatively more red than the other columns). Yet, this does not adversely affect the visual quality of the layouts. Another interesting point is that tsNET* has a wider edge-length distribution than most other layouts. For instance, for \( \text{dwt}_1005 \), \( \text{block}_2000 \) and \( \text{3elt} \), our method chooses to draw a few long edges (blue) but keeps most other edges short (red). This selectively ‘pulls’ blocks of nodes out of the 2D plane. Another finding is that our layouts appear more smooth and organic than others; structurally-similar graph regions, \( \text{e.g.} \), in mesh-like graphs (\( \text{dwt}_1005 \), \( \text{bcsstk09} \), \( \text{can}_96 \), \( \text{grid17} \), \( \text{mesh3e1} \), and \( \text{dwt}_419 \)) also appear structurally similar in our layouts, whereas some of the other methods produce unnecessary deformations. Finally, we see that tsNET* improves upon tsNET by removing artifacts where part of the tsNET layout is ‘folded over’, \( \text{e.g.} \), \( \text{can}_96 \), \( \text{dwt}_1005 \) and \( \text{3elt} \).

### 4.3. Normalized stress metric

A compact way to assess the distance-preservation of a layout is to use the scalar normalized stress metric \( \sigma \) (Eqn. (1)), \( \text{see e.g.} \) [OKB16, GHN13]. Tab. 2 shows \( \sigma \) for all considered layouts. We see that tsNET(*) do not reach significantly better values than all other considered methods. In particular, NEATO, GRIP and IDMAP perform better here. Yet, if we look at the actual layouts (Tabs. 5 and 6), IDMAP and GRIP deliver arguably worse results—lack of symmetry preservation (IDMAP on \( \text{dwt}_1005 \), \( \text{bcsstk09} \)), weak cluster preservation (\( \text{block}_2000 \)), unnecessary distortions (\( \text{3elt} \), IDMAP and GRIP on \( \text{bcsstk09} \)), and folding artifacts (NEATO on \( \text{dwt}_419 \), \( \text{dwt}_1005 \)). Specifically, consider the low stress values of NEATO, IDMAP and GRIP on \( \text{block}_2000 \). It is evident that the stress metric does not capture the quality aspects that we require for this graph. This makes us hypothesize that pure distance preservation might not be the ideal aim of a good graph layout method. Rather, having groups of nodes topologically close in the graph be also geometrically close in the layout allows reading the drawing well [Tam13,Noa07a]. This neighbor preservation, discussed in Sect. 4.5, is precisely what tsNET aims at.
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### Table 1: Types and sizes of graphs in our benchmark. All graphs we used are publicly available, as indicated.

| Name            | Type                  | \(|V|\) | \(|E|\) | Source                          | Also seen in |
|-----------------|-----------------------|-------|-------|--------------------------------|--------------|
| dwt_72          | planar, structural    | 72    | 75    | [DGL89b] [HBF14]               |              |
| lesmis          | collaboration network | 77    | 254   | [Kau93] [HBF14]                |              |
| can_96          | mesh-like, structural | 96    | 336   | [DGL89b] [HBF14]               |              |
| rajat11         | miscellaneous         | 135   | 377   | [Raj]                          |              |
| jazz            | collaboration network | 198   | 2742  | [GD03]                         |              |
| visbrazil       | collaboration network | 222   | 336   | [MAH*12]                       |              |
| grid17          | planar, mesh-like, structural | 289 | 544 | synthesized using [Pei14] | |
| mesh3e1         | mesh-like, structural | 289   | 800   | [NAS] [Tam13]                  |              |
| netscience      | collaboration network | 379   | 914   | [New06] [GJ12]                 |              |
| dwt_419         | structural            | 419   | 1572  | [DGL89b] [PV13, HBF14]         |              |
| price_1000      | planar, tree          | 1000  | 999   | synthesized using [Pei14]      |              |
| dwt_1005        | structural            | 1005  | 3808  | [DGL89b] [OKB16]               |              |
| cage8           | miscellaneous         | 1015  | 4994  | [VHBD02]                       |              |
| bcsstk09        | mesh-like, structural | 1083  | 8677  | [DGL89b] [FT07]                |              |
| block_2000      | clusters              | 2000  | 9912  | synthesized using [Pei14]      |              |
| sierpinski3d    | structural            | 2050  | 6144  | synthesized using [ATT] [GBK1] |              |
| CA-GrQc         | collaboration network | 4158  | 13422 | [New01] [BG13]                 |              |
| EVA             | collaboration network | 4475  | 4652  | [NLGC02]                       |              |
| 3elt            | planar, mesh-like     | 4720  | 13722 | [DP] [Wal01, OKB16, FT07]      |              |
| us_powergrid    | structural            | 4941  | 6594  | [WS98] [OKB16, GHK13]          |              |

### Table 2: Normalized stress (Eqn. (1)). Layouts are uniformly scaled to give the minimal stress value. Cell colors encode the relative stress on the same row.

### 4.4. Distance preservation plots

Another measure used to evaluate the quality of a graph layout, or projection, is to look at the correlation between inter-point dis-


The plots for tsNET* do not show a larger spread (with respect to the diagonal) than those of compared methods. This is very interesting, since our underlying t-SNE method does not aim to preserve distances, but neighborhoods, as explained in Sect. 3. Moreover, the absence of dark regions close to the x-axis for tsNET(*) indicates that our layouts have few false neighbors, i.e., nodes are well spread out in the available 2D layout space. The gaps in the plots for block_2000 by tsNET(*) and LinLog indicate that graph clusters are well separated. Yet, although LinLog can separate such clusters, it performs worse than our method for other types of graphs (see dw1_1005, 3elt and us_powergrid). Also, the cluster separation of LinLog is arguably of lower quality than ours, given the dark regions in the bottom-right part of its plot for block_2000, which indicate false neighbors. Another, more general observation from the plots in Fig. 2 is that the distribution of points for tsNET(*) tends to be more symmetric with respect to the diagonal, i.e., there is a balance between the number of point-pairs in the layout that are false neighbors and those that are missing neighbors.

4.5. Neighborhood preservation metric

As argued in Sect. 4.3, we aim to provide a good graph layout by preserving neighbors rather than distances. To measure this, we use a neighborhood preservation metric similar to [GHN13]. While [GHN13] use a fixed neighborhood size, we change this size according to the position of a node in the graph. For every node $x_i$ in a graph $G = (V,E)$, we define a neighborhood $N_G(x_i,r_G)$ as the nodes with a graph-theoretic distance of at most $r_G$ from $x_i$, i.e.,

$$N_G(x_i,r_G) = \{x_j \in V \mid d_{ij} \leq r_G\}.$$ 

Likewise, we define an equally sized neighborhood of $x_i$ in the layout $N_Y(x_i,k_i)$ as the set of nodes corresponding to the points that are the $k_i$-nearest-neighbors of $y_i$ in the 2D layout space, with $k_i = |N_G(x_i,r_G)|$. The neighborhood preservation $v$ is next defined as the fraction of nodes that are shared by these neighborhoods, averaged over all nodes in $G$, i.e.,

$$v = \frac{1}{|V|} \sum |N_G(x_i,r_G) \cap N_Y(y_i,k_i)|$$

This is the Jaccard similarity between the neighborhoods $N_G$ and $N_Y$, averaged over $G$. Simply put, $v$ tells how well the 2D (layout) neighborhoods match the input (graph) neighborhoods [MMT15].

Tab. 3 shows $v$ for all our tests for $r_G = 2$. Evaluations for $r_G \in \{1,3\}$ yielded similar results, omitted here for space reasons. The table shows very good results for tsNET(*): Not only does tsNET(*) often outperform other methods, it also does so by a large margin. In cases where tsNET(*) is below the median, the margins are small. Since the metric $v$ is an inverse measure of the number of false and missing neighbors, it is related to the observation about false neighbors in the previous section. This good performance of tsNET(*) is directly related to the neighbor-preserving nature of t-SNE.

4.6. Running time

Tab. 4 gives the running time for tsNET(*) for the larger graphs in our benchmark, using the Python-based implementation, on a 3.4 GHz PC running Linux. We see that tsNET* provides a speed-up over tsNET of about 15% on average. Although our Python implementation is not fast, it is simple and easy to understand and use (see also our code [Kru16]). If running time is an important consideration, more efficient t-SNE implementations in C, using GPU acceleration [vdM] or quadtrees [vdM14, PLvdM* 15] can be directly used instead. Our method adds little overhead to t-SNE, as the PivotMDS preprocessor used for tsNET* takes less than a second on all tested graphs.
Table 4: Running time in seconds of tsNET and tsNET*.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>tsNET (s)</th>
<th>tsNET* (s)</th>
<th>LSP (s)</th>
<th>PMDS (s)</th>
<th>SFDP (s)</th>
<th>LinLog (s)</th>
<th>GRIP (s)</th>
<th>NEATO (s)</th>
<th>Average (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dwt_72</td>
<td>3.2</td>
<td>3.1</td>
<td>96%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lesmis</td>
<td>4.2</td>
<td>4.7</td>
<td>110%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>can_96</td>
<td>3.3</td>
<td>3.6</td>
<td>110%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rajat11</td>
<td>4.3</td>
<td>3.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA-GrQc</td>
<td>911.3</td>
<td>879.3</td>
<td>96%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EVA</td>
<td>1388.3</td>
<td>838.0</td>
<td>60%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3elt</td>
<td>1781.1</td>
<td>1303.1</td>
<td>73%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>us_powergrid</td>
<td>1029.9</td>
<td>722.2</td>
<td>70%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.7. Bundled layouts

Sect. 4.2 shows that tsNET can retain neighborhoods successfully, at the expense of introducing a few long edges. We can reduce the clutter created by these with the help of edge bundling, [vdZCT16]. For this, we bundle the long edges, but keep the short ones unchanged (Fig. 3). This is easily done by modifying any existing general graph-bundling method to enforce a maximal edge-displacement $\delta$ as a function of the edge length, where we set $\delta = 0.25$. The result is a ‘hybrid’ graph-drawing in which short edges are straight lines (as in classical graph drawings) and long edges are bundled, thereby reducing clutter. To our knowledge, this is the first time that selective bundling has been applied in this way to declutter the drawing of graphs. This method helps one clearly see which parts of the graph layout have been ‘torn off’ by tsNET, and that the underlying t-SNE technique is very well suited to preserve neighborhoods.

4.8. 3D layouts

As the formulation of tsNET is independent of the output-space dimension, it is interesting to study its ability to produce 3D graph layouts. To do this, we consider the problem of recovering geometric information from topological information present in 3D meshes, similar to work presented in [GK01, Wa01]: Given a mesh (Fig. 4, left), we consider the graph $G$ given by its vertices $V$ and cell-edges $E$. Next, we use tsNET to create a 3D layout of $G$ (Fig. 4, right).

The tsNET reconstructions preserve the local regular structure of the input meshes (Fig. 4, right). This can be attributed to the fact that the underlying t-SNE technique is very well suited to preserve neighbors.

More importantly, we see that tsNET can reconstruct the high-level structure of the input shapes well, see e.g., relative sizes and positions of the horse’s head and four limbs. However, reconstruction of the exact positions of mesh parts is not possible. This is not surprising, as Euclidean distances between nodes in the original mesh are not reflected by their graph-theoretical distances. E.g., the back hooves of the horse are geometrically quite close, but graph-theoretically far away, and will therefore not be placed as close together. Also, certain shape parts, such as the horse’s limbs, can be articulated in the original mesh without significantly modifying
the graph-theoretical distance matrix. These shape parts will be positions by tsNET in ways that may not match their original geometrical positions. Finally, let us stress that the aim of this illustration is not to claim that tsNET can be used as a standalone method for 3D geometry reconstruction from topology data; rather, we aim to show that tsNET can be used to construct 3D graph layouts as easily as for 2D layouts.

Generalizability: We currently use the graph’s shortest-path distances to encode the graph information for the layout. More sophisticated distance metrics can be explored, by incorporating e.g., betweenness centrality [BG13] in the distance metric, or using Markov-chain models of random walks [BG14]. Also, approximations of shortest-path distances can be considered for larger graphs where computation of the full shortest-path distance matrix is expensive. Finally, given that our layout method is deterministic, it can be generalized for dynamic graphs, using recent developments for projecting time-dependent data with t-SNE [RFT16].

5. Discussion

We discuss next several properties of our method.

Ease of use: Our method depends on a single parameter: the perplexity κ, inherited from t-SNE (Sect. 3.2), which was on average 80, with a standard deviation of 45, for all our tests, except EVA (Tab. 6), where t-SNE needed κ = 600 to converge. This sensitivity of t-SNE with respect to κ is also documented in other works, e.g. [WVJ16]. Apart from this, no other parameters are required, which is an advantage against other methods that rely on careful fine-tuning of multiple parameters.

Determinism: The tsNET algorithm is not deterministic, given the random point initialization of t-SNE [vdMH08]. However, tsNET*, which initializes 2D node positions using PivotMDS (Sect. 3), is deterministic, since PivotMDS is so. This important property guarantees that, given the same graph, tsNET* produces the same layout.

Robustness: We produce good layouts for different types of graphs, without fine-tuning parameters, whereas many other methods we are aware of handle only graphs of a certain type well.

Scalability: It is important to note that speed is not our main goal, but rather the quality of our layouts obtained by the novel use of t-SNE. As mentioned in Sect. 4.6, speed-ups can be obtained with the help of more advanced t-SNE implementations (at the expense of code complexity). In fairness, however, we should mention that such speed-ups do not accelerate the computation of the input distance matrix, which is \(O(|V|^2)\).

6. Conclusion

We presented the tsNET and tsNET* methods for computing 2D layouts of graphs. Our work shows that modern dimensionality reduction methods are a good alternative to classical graph layout techniques. From a practical standpoint, our methods are simple to implement, and have compact mathematical formulations, leveraging the proven t-SNE method for dimensionality reduction. Extensive visual and quantitative evaluations show that our methods result in excellent quality when compared to state-of-the-art methods.

There are several natural directions for future work. First, approximate versions of t-SNE can be used to significantly accelerate our methods. Second, node and edge weights can be incorporated in the distance metric to provide a more detailed representation of the given graph. Third, 3D layouts as in Fig. 4 can be further investigated. Finally, a direct extension of our methods to computing layouts of time-dependent graphs can be investigated, given recent developments in dynamic t-SNE [RFT16].
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