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Abstract

The free-form deformation (FFD) method deforms geometry in \( n \)-dimensional space by employing an \( n \)-variate function to deform (parts of) the ambient space. The original method pioneered by Sederberg and Parry in 1986 uses trivariate tensor-product Bernstein polynomials in \( \mathbb{R}^3 \) and is controlled as a Bézier volume. We propose an extension based on truncated hierarchical B-splines (THB-splines). This offers hierarchical and local refinability, an efficient implementation due to reduced supports of THB-splines, and intuitive control point hiding during FFD interaction. Additionally, we address the issue of fold-overs by efficiently checking the injectivity of the hierarchical deformation in real-time.
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1. Introduction

One of the desired features of a modelling software is the capability of deforming an object in an efficient, precise, and smooth manner [3]. This can be achieved through the use of free-form deformation (FFD) techniques. The original FFD method was developed in [28]. It is based on Bernstein polynomials and intuitive control is provided through Bézier volumes. FFDs use the intuition that geometry can be deformed along with the space it is embedded in. This technique is highly flexible as it can be used globally or locally, with any degree of continuity, and even preserve volume [28].

Bernstein polynomials provide a versatile and simple basis for FFDs. However, they suffer from several limitations, most notably they have global support and fixed polynomial degree for a given number of freedoms in the corresponding control structure. This can be alleviated by employing B-splines instead [17]. Moreover, finer control is offered in the rational setting with weights attached to control points [18, 22].

FFDs have been further generalised to accommodate deformed control structures [5] and control structures of arbitrary topology [9, 24]. Additionally, special techniques have been developed to correctly deform polygonal meshes [8]. In our work, we remain in the structured setting and focus on hierarchical techniques.

Hierarchical splines were introduced in [11] to facilitate local refinement. However, the proposed method does not possess the partition of unity property in the hierarchical setting and thus finer level edits need to be maintained either independently of other levels, or via control vectors [11, 20] rather than control points. Hierarchical B-splines have been applied in the context of fitting and image registration [33, 34]. Since then, several methods which maintain partition of unity and support local refinement have been proposed. T-splines [29] allow for T-junctions in the control structure, LR-splines [6] rely on local splitting of B-splines, and THB-splines [14] restore partition of unity of the hierarchical basis by a truncation mechanism.

Although T-splines have been extended, modified, and even applied in the context of FFDs, see [30, 32] and the references therein, their rational nature makes them less efficient than purely piecewise polynomial methods. While LR-splines may seem a good candidate for FFDs as they can be equipped with a control-point structure for the user to manipulate, such control structures typically lack a clear and intuitive hierarchy.

In contrast, THB-splines offer a clear hierarchical structure, which enables us to selectively hide control points from certain levels in the user interface [7, 14], and offer polynomial basis functions with reduced supports when compared to non-truncated alternatives [13]. Their locality and numerical efficiency are ideally suited for FEM-based non-rigid image registration [25, 26] and for performance-critical scenarios such as real-time FFDs performed on dense meshes. This also allows the use of more demanding techniques such as self-intersection detection and prevention [12] without sacrificing interactivity. Further advantages of B-spline hierarchies are nicely summarised in [7, 13]. An example FFD with THB-splines is shown in Figure 1.

Our main contributions are:

- a real-time FFD method based on THB-splines,
- intuitive user interface with features such as control
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2. Free-from deformations and THB-splines

In this section we recall the basic concepts regarding FFDs and THB-splines.

2.1. Free-form deformations

FFD is a method for deforming objects by moving the control points of a control structure encapsulating (parts of) these objects. There are many approaches to specifying these structures, from regular axis-aligned grids [28] to unstructured and arbitrarily oriented meshes [24]. Once the control structure has been specified, parametric coordinates of each vertex of the deformed object(s), which we assume is a (dense) triangular mesh, are computed. This is in general a difficult problem.

In our work, we assume that the control structure forms a regular tensor-product axis-aligned grid (which can later be refined in a hierarchical manner; see Section 2.2) of control points \( P_{ijk} \) corresponding to a tensor-product B-spline volume of a certain tri-degree. The individual control points are geometrically positioned based on their associated Greville abscissae \( \xi_{ijk} \) [15]. In that case, the parametric coordinates \((u, v, w)\) of each to-be-deformed vertex \( V \) are easily calculated using a linear transformation [28].

Assume that the associated B-spline volume is given by

\[
X(u, v, w) = \sum_{ijk} \beta_{ijk}(u, v, w)P_{ijk},
\]

where \( \beta_{ijk} \) are the tri-variate tensor-product B-splines defined over (typically open-uniform) knot vectors whose size is specified by the number of desired control points in each parametric direction and the spline degree. Then indeed \( X(u, v, w) = (u, v, w) \) when \( P_{ijk} = \xi_{ijk} \) for all \( i, j, k \) and thus the parametric coordinates \((u, v, w)\) follow from a linear transform. Namely, let \((x_V, y_V, z_V)\) be the original coordinates of vertex \( V \), and let \((x_{\text{min}}, y_{\text{min}}, z_{\text{min}})\) and \((x_{\text{max}}, y_{\text{max}}, z_{\text{max}})\) be the minimal and maximal Cartesian coordinates in \( \mathbb{R}^3 \) among all \( P_{ijk} \), respectively. The parametric coordinates \((u_V, v_V, w_V)\) of \( V \) are then

\[
\begin{align*}
 u_V &= \frac{x_V - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}, \\
 v_V &= \frac{y_V - y_{\text{min}}}{y_{\text{max}} - y_{\text{min}}}, \\
 w_V &= \frac{z_V - z_{\text{min}}}{z_{\text{max}} - z_{\text{min}}}.
\end{align*}
\]

Once the parametric coordinates of each vertex are known, each \( V \) is mapped (deformed) to \( X(u_V, v_V, w_V) \)
The auxiliary (empty) set \( \Omega^N \) is defined to simplify notation below. The level zero domain \( \Omega^0 = \Omega \) is the domain of the original tri-variate tensor-product B-splines of (1). An example is shown in Figure 3.

The support of a basis function (of any level) is defined with respect to this base domain. In particular

\[
\text{supp } \beta = \{ (u,v,w) \in \Omega : \beta(u,v,w) \neq 0 \},
\]

i.e., the support of \( \beta \) is the closure of the set of all points in \( \Omega \) where \( \beta \) does not vanish. Additionally, let

\[
V^0 \subset V^1 \subset \ldots \subset V^{N-1}
\]

be a sequence of nested tensor-product B-spline spaces defined on \( \Omega \). While these spaces can be defined in a more general manner, we assume that \( V^l+1 \) is obtained from \( V^l \) by uniform dyadic knot-vector refinement.

Collecting all B-splines from all levels would lead to a linearly dependent generating system. Instead, only some basis functions are selected. At any level \( l \in \{ 0, \ldots, N-1 \} \), the set of selected functions is

\[
H^l = \{ \beta \in V^l : \text{supp } \beta \subseteq \Omega^l \land \text{supp } \beta \nsubseteq \Omega^{l+1} \}. \tag{4}
\]

The hierarchical system \( H \), forming a basis, is then obtained \cite{21} as the union of all selected functions from all levels

\[
H = \bigcup_{l=0}^{N-1} H^l.
\]

A simple but illustrative example is shown in Figure 4, left, where the hierarchy comprises two levels. Note that \( \beta^0_0 \) of level 0 is not selected since its support is fully contained in \( \Omega_1 \), and is thus replaced by \( \beta^1_1 \) and \( \beta^1_2 \) of level 1.

While \( H \) forms a basis of the hierarchical space, it does not, in general, form a partition of unity. This can be seen in the example in Figure 4. In the case of univariate linear B-splines, it is easy to see that

\[
\beta^0_1 = 1 \cdot \beta^1_1 + \frac{1}{2} \cdot \beta^1_2.
\]

This means that the hierarchical basis in this example does not form a partition unity as it is in excess by \( \frac{1}{2} \cdot \beta^1_2 \). This can be fixed with the truncation mechanism presented in \cite{14}. We simply need to truncate \( \beta^0_2 \) by subtracting \( \frac{1}{2} \cdot \beta^1_2 \) from it. This leads to the situation shown in Figure 4, right, where partition of unity is restored.

We now formalise this concept. Further details and examples can be found in \cite{13, 14}.

As the spline spaces (3) are nested, it follows that any function \( \beta^l_i \) from \( V^l \) can be obtained as a linear combination of (some of the) functions \( \beta^{l+1}_j \) from the finer-level space \( V^{l+1} \):

\[
\beta^l_i = \sum_j c_{i,j} \beta^{l+1}_j. \tag{5}
\]
The truncation of $\beta^l_i$ with respect to $V^{l+1}$ and $\Omega^{l+1}$ is defined by

$$\text{trunc}^{l+1}\beta^l_i = \sum_{j, \text{supp} \beta_j^{l+1} \not\subseteq \Omega^{l+1}} c_{i,j}^{l+1} \beta_j^{l+1}.$$  \hspace{1cm} (6)

This truncation mechanism is applied recursively to hierarchical B-splines across all levels in (4). More precisely, for every B-spline $\beta^l_i \in H^l$ its truncated version is defined as

$$\tau^l_i = \text{trunc}^N(\text{trunc}^{N-1}(\cdots(\text{trunc}^{l+1}\beta^l_i)\cdots))$$  \hspace{1cm} (7)

for all $l \in \{0, \ldots, N-1\}$. These are then collected per level into $T^l$ and the truncated hierarchical basis is then

$$T = \bigcup_{l=0}^{N-1} T^l.$$ 

This leads to a basis of the hierarchical space which partitions unity [14], and thus can be directly used in our context of FFDs.

As a result, (1) is generalised to

$$X(u,v,w) = \sum_{l} \sum_{I^l} \tau^l_{I^l}(u,v,w) P^l_{I^l},$$  \hspace{1cm} (8)

where $l$ stands for the level in the hierarchy and $I^l$ is a suitable index set which collects the indices of all selected (and possibly truncated) functions at level $l$. Recall that level $l = 0$ corresponds to the original tensor-product scenario and its domain $\Omega^0 = \Omega$ spans the full parameter space of the initial B-spline volume. Finer levels are defined via nested domains (2) and associated (refined) knot vectors; see Figure 3. In our setting, we assume that the knot vectors are open-uniform and are thus fully specified by their respective (sub-)domains via dyadic uniform refinement. This shields the user from the underlying technicalities of the method.

Additionally, the initialisation of the hierarchical grid is still as simple as in the non-hierarchical setting. This is due to the so-called coefficient preservation property [13, 14]. This effectively means that the Greville abscissae of a basis function and its truncated version are the same. Control points at finer levels are computed using (local) knot insertion to ensure that the current deformation does not change when a new level is added to the hierarchy. In our prototype application (see the accompanying video), we make use of the G+smo library [4], which offers, among other methods, an implementation of THB-splines in C++, including knot insertion and various operations on the hierarchical structure.

3. Injective FFDs with THB-splines

When manipulating an FFD (hierarchical) control grid, it is possible to introduce self-intersections in the deformed object. This is often undesirable as it does not correspond to a physical deformation. An example is shown in Figure 5. Self-intersections occur when the underlying deformation is not injective. It is known that injectivity is difficult to achieve and only few solutions that result in provably injective maps exist [10, 19, 27].

Our method enhances the possibility of deforming fine details in an object while avoiding these self-intersections. Although our method works on arbitrary (polygonal) meshes, it offers best results when applied to sufficiently dense meshes. More specifically, the mesh should be sufficiently dense to capture the main features of the object and also to ensure that the control sub-grid of the finest level in the hierarchy is not finer than the mesh. If this condition is not met in an input mesh, the user can (repeatedly) subdivide the input mesh using e.g. a linear binary subdivision step as illustrated in Figure 7. This ensures that the input geometry is exactly preserved, but the mesh density criterion is met. (Alternatively, Loop subdivision [23] can be applied, but that changes the input geometry by smoothing it.) As we shown below in Section 5.2, our system can handle very dense meshes at interactive rates and thus allows for turning coarse geometries into sufficiently dense meshes when required.
Therefore, it is assumed that the object to be deformed is specified as a dense triangular manifold mesh with a normal at each vertex (for visualisation purposes) and that the FFD acts on the vertices and their normals, i.e., the faces of the mesh remain triangular after the deformation. While it is possible to deform triangles to curved ones [8], that comes at a greater computational expense. With the assumption that the input meshes are sufficiently dense, it is sufficient to only keep track of the updates of these matrices when the user moves a single control point (whose influence is typically local).

In our approach, we only need to evaluate the Jacobian at the vertices of the object under deformation. Since the parametric coordinates of each vertex are known and all the Jacobian matrices are before the deformation initialised to $3 \times 3$ identity matrices, it is sufficient to only check injectivity of the deformation also only at the vertices. This allows us to focus on the issue of injectivity while maintaining interactive performance.

In the context of FFDs, there are two approaches [12] to checking injectivity and both rely on the Jacobian of the FFD map. One can either express the Jacobian in a spline form and leverage the convex-hull property to ensure that the Jacobian is of a relatively high degree and only sufficient conditions can be obtained. Alternatively, one can use numerical checking in combination with knot-insertion to obtain tighter bounds on the sign of the Jacobian.

More precisely, let $J(X(u,v,w))$ be the Jacobian matrix of $X(u,v,w)$. Then $X(u,v,w)$ is locally injective if $|J| > 0$. Note that local injectivity does not necessarily lead to global injectivity. As a counter-example, take the shape and deform it smoothly into the shape. Such deformation is locally injective everywhere, but it is not globally injective due to the self-intersection. Global injectivity can be guaranteed by also checking the injectivity of the map on the boundary of its parameter domain.

Assume that the control point $P_i$ is moved by the user by a vector $D_i$ acting as a displacement; see Figure 2. The displacement $D_i$ can be seen as an increment $\Delta P_i$ to the current position of $P_i$. Turning back to (8), this update amounts to

$$X(u,v,w) \leftarrow X(u,v,w) + \tau_i D_i,$$

which in turn leads to

$$J(X(u,v,w)) \leftarrow J(X(u,v,w)) + J(\tau_i D_i).$$

Due to the locality of $\tau_i$, we only need to update the Jacobian matrices of all vertices $V$ whose parametric coordinates $(uV, vV, wV)$ are contained in the support of $\tau_i$.
This leads to the following update for the affected Jacobian matrices

\[ J_V \leftarrow J_V + \nabla \tau_i^T(u, v, w)(u, v, w) \times D_i^l, \]  

all originally initialised to identity matrices. In expanded form, the update matrix \( \nabla \tau_i^T(u, v, w)(u, v, w) \times D_i^l \) reads

\[
\begin{bmatrix}
\frac{\partial \tau_i^T(u, v, w)}{\partial u} D_{i,x} & \frac{\partial \tau_i^T(u, v, w)}{\partial v} D_{i,y} & \frac{\partial \tau_i^T(u, v, w)}{\partial w} D_{i,z} \\
\frac{\partial \tau_i^T(u, v, w)}{\partial u} D_{i,y} & \frac{\partial \tau_i^T(u, v, w)}{\partial v} D_{i,y} & \frac{\partial \tau_i^T(u, v, w)}{\partial w} D_{i,z} \\
\frac{\partial \tau_i^T(u, v, w)}{\partial u} D_{i,z} & \frac{\partial \tau_i^T(u, v, w)}{\partial v} D_{i,z} & \frac{\partial \tau_i^T(u, v, w)}{\partial w} D_{i,z}
\end{bmatrix},
\]

where \( D_i^l = (D_i^l x, D_i^l y, D_i^l z) \) and all the partial derivatives are evaluated at \((u, v, w, w)\).

Of course, an analogous local update procedure is applied to the vertex positions themselves. From (9) it directly follows that

\[ V \leftarrow V + \tau_i^T(u, v, w) D_i^l. \]  

This allows us to achieve interactive performance.

Even when injectivity checking is disabled, the Jacobian matrices are used to correctly map the normal \( N \) attached to a vertex \( V \). Since the FFD map is in general not a rigid body transformation or uniform scaling, the ‘deformed’ normal is updated by

\[ N \leftarrow (J_V)^{-\top} N, \]  

i.e., using the transpose of the inverse of \( J_V \), which is known in the graphics community as the normal matrix.

4. Implementation

We now describe our prototype implementation of FFDs using THB-splines, including preprocessing and real-time injectivity testing.

We have built our tool in C++ and made use of the G+smo tool-kit [4]. G+smo implements THB-splines and provides the necessary functionality to handle the underlying hierarchy of (truncated) B-splines. This includes domain refinement, creation of new domains at finer levels, and evaluating basis functions at a given parametric position.

In our prototype tool, an OBJ file holding a triangular mesh can be loaded (and saved after being deformed). We then compute its axis-aligned bounding box and construct a tensor-product grid of points based on the user-specified number of points in each direction and tri-degree. This effectively constructs a B-spline volume based on Gre-ville abscissae corresponding to open-uniform knot vectors and constitutes level 0 of the THB-spline hierarchy as explained in Section 2.2.

As a preprocessing step, all vertices \( V \) of the input mesh are assigned their parametric coordinates \((u, v, w)\) with respect to the B-spline volume. These coordinates never change throughout the FFD, even if further levels of THB-splines are introduced or control points of any level are adjusted. Further, the 3 × 3 Jacobian matrices of all vertices are set to identity matrices. Normals (used for Phong shading) are read from the input file. (If vertex normals are not provided, they are computed, only once, by adjacent face normal averaging and stored in the input OBJ file.)

When a control point of any level is moved, we loop over vertices in the interior of the support of the corresponding basis function. The updating of these vertices and their associated Jacobians and normals is done according to (11–13). Updating not only vertices but also their normals ensures that Phong shading produces correct results also after deformation. If injectivity checking is enabled, we start looping through all updated Jacobians. As soon as a negative determinant is encountered, we break out of the loop and keep the vertex at its last position. These update computations are data independent, they can be trivially parallelised. We handle parallel vertex, normal, and Jacobian matrix updates via OpenMP [2].

Note that in the original state, the transformation is the identity map and the determinant of the Jacobian is identically equal to one over the whole domain. This means that there is a non-empty neighbourhood of each control point in which it can be moved while maintaining injectivity. However, determining these neighbourhoods is very complex and cannot be done in real-time. If the user wishes to deform an object further in a possibly non-injective manner, injectivity checking can be disabled; see Figure 9.

As mentioned above, we set all original knot-vectors to open-uniform. This means that the user is not bothered with setting individual knots. When a new level in the hierarchy is created, the corresponding local refinement is uniform, i.e., each affected non-zero knot-interval is split in its middle. The user can select a tri-variate region for refinement by simply selecting a sub-volume based on indices for the new level, again saving the user from specifying individual knot values. To aid the user in this process, the portion of the model affected by the to-be-created domain at a finer level can optionally be highlighted in red; see Figure 6. More precisely, the portion of the model in the combined support of the basis functions that would be created by the current settings of knot indices is highlighted in red. This directly shows the user where the new level in the hierarchy has the potential to deform the model.

For the deformation itself, our tool offers region highlighting by the function value of the basis function associated with the control point (of any level) being moved; see Figures 1 and 6.

Our experimental graphical user interface offers a CAD-like deformation experience as well as simple controls. It allows the possibility to switch between the basic vertex deformation update where only vertices are updated, the normal update in which also normals are updated, and the complete update option with self-intersection checking; see Section 3. THB-spline refinement is restricted to
the maximum of four finer levels (on top of the initial level zero). In most scenarios, level four control point grids are sufficiently dense for precise manipulation. As levels are added to the grid, the possibility of hiding control points and their respective connecting lines of a certain level is given to the user, as shown in Figures 1, 8 and 10. Note how this allows the user to focus only on a certain region with finer control over the deformation of models.

5. Results and discussion

We now present further results obtained using our method and evaluate its effectiveness, especially from the point of view of interactive deformations with or without checking for self-intersections (Figures 5 and 9).

5.1. Control point hiding

As stated above, THB-splines provide a natural hierarchy in terms of basis functions from different refinement levels. A useful feature derived from this is control point hiding. As refinements are made, the user interface may become cluttered with control points. Therefore, our tool offers the possibility of showing only control points of certain levels. Examples of this are shown in Figures 1, 8 and 10. Note how this allows the user to focus only on a certain region with finer control over the deformation of models.

5.2. Performance evaluation

For an interactive tool based on FFDs, the efficiency of the evaluation of the underlying deformation function is of utmost importance. As the initial time for initialisation is often negligible and easily tolerated or even unnoticed by the user, the following performance analysis focuses on how efficient it is to update vertices, normals, and Jacobians as a control point is being manipulated. Naturally, as the grid receives more refinements, the control points of finer levels affect fewer vertices in the deformed model and therefore less time is required to update the model.

Figure 11 displays the region which is influenced by the selected control point on two models. The measured data (in milliseconds) are presented in Table 1, comparing two options: only vertex updates, and vertex and normal updates with self-intersection testing, computed in parallel.

Table 1: Performance table of our tests on two model situations; see Figure 11. All times are in milliseconds and averaged over many executions. FFD: updates only vertex positions. FFD+I: updates vertices, normals, and test for self-intersection is enabled. All cases make use of parallelism via OpenMP: Preprocessing times comprise computing parametric coordinates of vertices, THB-spline structure building, and initialising Jacobians.

<table>
<thead>
<tr>
<th>Model</th>
<th>Suzanne</th>
<th>Violin case</th>
</tr>
</thead>
<tbody>
<tr>
<td>All vertices</td>
<td>46K</td>
<td>527K</td>
</tr>
<tr>
<td>Active vertices</td>
<td>29K</td>
<td>485K</td>
</tr>
<tr>
<td>Preprocessing</td>
<td>97</td>
<td>532</td>
</tr>
<tr>
<td>FFD</td>
<td>4.0424</td>
<td>18.327</td>
</tr>
<tr>
<td>FFD+I</td>
<td>9.4882</td>
<td>90.228</td>
</tr>
</tbody>
</table>
Figure 10: Level hiding example. The only control points being currently displayed are level three control points. All other control points are hidden to avoid visual clutter. The user can thus clearly focus on editing local details such as the left eye of Suzanne (top; Blender model) or the violin case handle (bottom).

Preprocessing times are reported as well. The first column (Suzanne) in Table 1 shows how negligible the performance impact is for about 29K vertices being updated at every frame. Using a parallel implementation of the self-intersection test and normal updating, we achieved the full update time of approximately 9.5 milliseconds, i.e., about 105 frames per second.

In contrast, the second column (violin case) shows a much greater performance impact of the self-intersection testing. With about 485K active vertices, the performance impact in the second column of Table 1 makes user interaction in real-time slightly challenging at about 11 frames per second. The tool was still responsive enough for slower manipulation of control points, which is generally sufficient in precise adjustments. On the other hand, the situation is rather extreme: the model is dense and most of the model (92%) is being actively deformed. This can often be avoided by the use of the THB-spline hierarchy.

THB-splines allow more precise deformations, just as in the case of modelling and fitting [14], with fewer control points than would be needed in a full tensor-product setting based on tri-variate B-splines. This typically reduces the active region and thus the number of active vertices, which in turn reduces the performance cost of manipulating the model, especially with self-intersection testing active.

The workstation used for all tests had 4 CPU cores at 2.6GHz and an Nvidia GTX970m graphics card.

5.3. Comparison to standard B-splines

As already mentioned, THB-splines provide a very suitable spline structure for FFDs. We now evaluate their performance with respect to the standard setting with B-splines.

In terms of preprocessing, most of the time is spent on calculating smooth normals and parametric coordinates of the vertices. Therefore, as also Table 1 indicates, the preprocessing time scales linearly with the object’s complexity, i.e., its number of vertices. While a simpler and dedicated implementation of the standard B-spline structure might reduce preprocessing times, the amount of time spent on building the THB-spline structure is negligible in comparison with model loading and pre-computation of parametric coordinates. And as preprocessing speeds up user interaction, THB-splines are preferred.

In the same manner, memory usage is dominated by the amount of vertices. In our analysis, the amount of memory needed to retain the THB-spline structure was negligible in comparison to the general non-hierarchical structure. And so again, coupled with the fact that THB-splines allow for control structures with the same precision
by using the incremental approach presented in Section 3.

In summary, our detailed analysis shows that THB-splines offer clear advantages over non-hierarchical B-splines in the context of FFDs.

5.4. Discussion

We have focused on the 3D setting, but all the employed concepts can be used in 2D or in higher dimensions, e.g., in the setting of surfaces or volumes embedded in \( \mathbb{R}^4 \) or on dynamic (time-dependent) meshes in \( \mathbb{R}^{3+1} \). Also, while our current implementation supports only triangular meshes, more general polygonal meshes could be easily directly supported, although at a performance cost due to the use of more dynamic data-structures.

Further, the user could be given finer control over the refinement process. In principle, finer domains could be based on arbitrary knot values. We believe this would be overwhelming for users not closely familiar with non-uniform (hierarchical) B-splines and thus chose to use open-uniform knot-vectors, as also advocated in [16, Section 13].

We note that parallelism could be further exploited by employing the GPU. However, since our approach uses incremental updates it is not obvious how to perform this purely on the GPU. This remains an interesting avenue for future research.

All of the features shown and discussed above can be seen in action in the accompanying video showing an interactive session.

6. Conclusion

We have shown that THB-splines provide a natural and efficient hierarchical spline framework that is very well-
suited for use in free-form deformations. This combination provides a powerful and interactive deformation tool with features such as local and hierarchical deformations, control point hiding, and injectivity checking and fold-over prevention.

Our tool facilitates seamless manipulation of complex meshes. Interactive behavior and self-intersection testing can be achieved simultaneously and interactively at the expense of pre-calculations prior to deformations. Finally, we have shown that CPU parallelism can be leveraged in creating an efficient deformation environment based on THB-splines and incremental updating.

It would be interesting to investigate how and to what extend our approach can be generalised to more versatile control structures such as those based on subdivision [24] or even truncated hierarchical subdivision methods [31].
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