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Abstract. Band-spectrum noise has been shown to
suppress the visual perception of printed letters. The
suppression exhibits a specific dependence on the
spatial frequency of the noise, and the frequency
domain of most effective inhibition has been related to
the size of the letters. In this paper, we address two
important questions that were left open by previous
studies: (1) Is the observed effect specific to text, and
which parameters determine the domain of most
effective suppression? (2) What is the origin of the
effect in terms of underlying neural processes? We
conduct a series of psychophysical experiments that
demonstrate that the frequency domain of most
effective inhibition depends on the stroke width of
the letter rather than on the letter size. These exper-
iments also demonstrate that the effect is not specific
to the recognition of letters but also applies to other
objects and even to single bars. We attribute the
observed effect to nonclassical receptive field (non-
CRF) inhibition in visual area V1. This mechanism has
previously been suggested as the possible origin of
various other perceptual effects. We introduce compu-
tational models of two types of cell that incorporate
non-CRF inhibition, which are based on Gabor energy
filters extended by surround suppression of two kinds:
isotropic and anisotropic. The computational models
confirm previous qualitative explanations of perceptual
effects, such as orientation contrast pop-out, reduced
saliency of lines embedded in gratings, and reduced
saliency of contours surrounded by textures. We apply
the computational models to the images used in
the psychophysical experiments. The computational
results show a dependence of the inhibition effect on
the spatial frequency of the noise that is similar to
the suppression effect measured in the psychophys-
ical experiments. The experimental results and their
explanation give further support to the idea of a
possible functional role of non-CRF inhibition in the
separation of contour from texture information and
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the mediation of object contours to higher cortical
areas.

1 Introduction

Band-spectrum noise has been demonstrated to suppress
the detection and recognition of printed letters: the
luminance contrast, above which letters are correctly
recognized, has been shown to depend on the spatial
frequency of the superimposed noise, with high and low
frequencies masking the text less effectively than inter-
mediate frequencies (Solomon and Pelli 1994). Figure 1
illustrates the effect. The authors of the referred work
related the frequency domain of most effective inhibition
to the size of the letters: noise at three cycles per letter
was found to be most effective.

The influence of the visual environment in which an
object is embedded on our perception of the object is a
central topic in psychophysics and perceptual psychol-
ogy. It is a source of inspiration and questions for
neuroscience and computational modelling. This cer-
tainly applies to the work referred to above. That study,
however, left open two important questions. The first
one is whether the observed effect is specific to text and
which parameters determine the spatial frequency of
most effective suppression. As demonstrated by Fig. 1,
the effect seems not to be specific to text: next to letters,
it can be observed simultaneously for other types of
visual stimuli as well, such as object icons and bars. The
second open question concerns the origin of the effect in
terms of underlying neural processes. While the referred
study contains an observation and a description of an
interesting phenomenon in the tradition of psycho-
physics, a link to neurophysiology and an explanation in
the style of computational neuroscience is still lacking.
In the current paper we address the above questions.

Various visual illusions and psychophysical experi-
ments have shown that the perception of an oriented
stimulus, such as a line or a contour, can be influenced
by the presence of other such stimuli (distractors) in
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Fig. 1. The masking effect of band-spectrum noise on the perception
of objects does not depend on the type of visual stimuli embedded in
the noise: the same effect is observed simultaneously for letters, icons

its neighborhood. This influence can, for instance,
manifest itself in an overestimation of an acute angle
between two lines (Blakemore et al. 1970) or in the so-
called orientation contrast pop-out effect, Fig. 2a. See
further, e.g., Nothdurft (1991). Figure 2b demonstrates
how the saliency of a contour is reduced by a sur-
rounding bar texture. Figure 2c illustrates another
manifestation of the concerned influence — the sup-
pression of contour perception by a grating. A part of
a contour of a triangle ‘“‘disappears” in the grating,
and it does this most easily when the grating consists

of familiar objects, and bars. On the vertical axis the contrast ranges
from 0.05 to 0.25. On the horizontal axis the noise frequency ranges
from 0.38 to 3.05 cycles per degree (cpd)

of elements similar to the contour with respect to
orientation and width. The latter (width) aspect brings
the spatial frequency of the grating into relation with
the width of the contour. The spatial-frequency de-
pendence of the text-masking effect illustrated by
Fig. 1 might have a similar origin: parts of the stroke
of a low-contrast letter can be hidden in a surrounding
texture if the stroke width is comparable with the
characteristic width of the light areas of the texture at
places where the letter stroke and the texture are “‘in
phase.”
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Fig. 2. Various manifestations of perception modulation by the
context. a Orientation contrast pop-out: the oriented stimulus in the
center segregates if it is surrounded by elements of orthogonal
orientation. In contrast, it does not “pop out” in a surrounding of
parallel stimuli. b A contour that is not surrounded by other stimuli is
more salient than a contour that is surrounded by texture. ¢ The three
legs of the triangle are perceived quite differently, depending on the
visual environment in which the triangle is embedded (Galli and Zama
1931). On the background of a grating of bars parallel to one of the
legs of the triangle, that leg is less salient than the other two legs. The
decreased saliency of a line embedded in a grating of parallel lines has
been called “the social conformity of a line”” by Kanizsa. For further
examples, see (Kanizsa 1979)

Elsewhere, the perceptual effect illustrated by Fig. 2c
was related to the function of a specific type of orien-
tation-selective cell in the primary visual cortex for
which the response to an optimal stimulus over the cell’s
classical (excitatory) receptive field (CRF) is influenced
by other stimuli outside that area (Petkov and Kruizinga
1997). In contrast to other orientation-selective neurons,
such as simple (Hubel and Wiesel 1968), complex (Hubel
and Wiesel 1968), and grating (von der Heydt et al.
1992) cells, the concerned type of neuron responds
strongly to single bars (of appropriate size and orienta-
tion) over its CRF and shows reduced response when a
grating is added to the surround. The behavior of such
a cell was systematically studied by Blakemore and
Tobin (1972). The suppression effect they observed was
strongest when the surround grating and the optimal
bar stimulus over the CRF had the same orientation
and decreased when the angle between the two was in-
creased. This dependence on the orientation difference is
well reproduced by a computational model of this type
of cell proposed by Petkov and Kruizinga (1997).

Various neurophysiological studies have shown that
response modulation by stimuli beyond the CRF is a
common phenomenon in area V1 (Knierim and van
Essen 1992; Li and Li 1994; Kapadia et al. 1995; Sillito
et al. 1995; Zipser et al. 1996; Nothdurft et al. 1999). For
instance, response suppression by a bar texture surround
outside the CRF was found in nearly 80% of all orien-
tation-selective cells reported in Knierim and van Essen
(1992) and Nothdurft et al. (1999). Although only ap-
proximately one third of the cells showed dependence of
the effect on the orientation of the texture surrounding
the CRF, these authors suggested that this type of dif-
ferential suppression might be the possible source of the

pop-out effect in orientation contrast experiments
(Fig. 2a). As illustrated by Fig. 2b, a surrounding tex-
ture need not have the same orientation as a central
stimulus in order to suppress the saliency of a contour.
This perceptual effect correlates well with the properties
of 40% of the orientation-selective cells in area VI
for which the strength of non-CRF inhibition does not
depend on the orientation of the surround stimuli
(Nothdurft et al. 1999).

In this paper we report on results in two areas: psy-
chophysics and computational modelling. As far as the
psychophysical part of this study is concerned (Sect. 2),
we had to redo and extend the experiments of Solomon
and Pelli (1994), addressing two questions: (1) What
does the spatial frequency domain of most effective
masking depend on, the letter size (as suggested by
Solomon and Pelli 1994) or the width of the letter
stroke? (2) Is the effect specific to text or can it be ob-
served for objects other than letters as well? As for the
computational modelling part of the paper (Sect. 3), we
introduce computational models of two types of orien-
tation-selective cell with non-CRF inhibition and apply
these models to the images used in the psychophysical
experiments. We use the results to suggest a possible
neural basis of the text-masking effect illustrated by
Fig. 1 and the other perceptual effects shown in Fig. 2.
Finally, in Sect. 4 we summarize and discuss the results.

2 Psychophysical experiments
2.1 Methods

We used images of letters with superimposed band-
spectrum noise; see Fig. 3. A test image is generated as a

(a) (b) (c)

s %w\ nppL \//\U/\
(d) (e)

Fig. 3. A test image a is the sum of an image of a light letter on a
black background b and a noise image ¢. The letter contour width w is
measured at half height of the maximum luminance S of the trapezoid
luminance profile of the stroke d. The noise image is a superposition
of a constant component of luminance N and 100 sine waves of
randomly selected different orientations and spatial frequencies within
a narrow band. A characteristic 1-D luminance profile of the noise in
the space domain is shown in e; its 2-D spectrum is presented in f




sum of an image of a light letter on a black background
and a noise image (Fig. 3a—c). The letter contrast C is
defined as the ratio C = S/N of the maximum luminance
S of the letter and the average luminance N of the noise.
The letter contour width w is measured at half height
of the trapezoid luminance profile of the contour
(Fig. 3d). The noise image is a superposition of a
constant component of luminance N and 100 sine waves
(gratings) of randomly selected different orientations
and spatial frequencies within a narrow band (Af = 0.14
cycles per degree). The amplitude of the sine waves is
chosen to be one-third of the average noise luminance N.
The superposition of 100 such waves results in the noise-
luminance profile illustrated in Fig. 3e. The two-
dimensional (2-D) spectrum of the noise is shown in
Fig. 3f.

Each test image had a size of 0.135 x 0.135 m on a
computer screen (Toshiba Tecra 750CDT) and was
viewed at a distance of 0.55 m, thus having visual angle
dimensions of 14° x 14°. An observer was presented a
series of such images of constant letter size and contour
width and varying spatial frequency of the superimposed
noise and luminance of the letter. Five letter contrasts
(C=2F6 k=0,...,4) and eleven noise spatial fre-
quencies (f = 0.27 - \/Ek cycles per degree, k = 0,...,10)
were used, resulting in 55 points in the spatial frequency-
luminance contrast space, and 20 images were presented
per point. Each image contained one of the letters A, C,
D, E, F, O, P, R, S, or no letter (blank), all options
represented with equal probability. The 1100 images
generated in this way were presented in a random order
to prevent accommodation to a specific spatial
frequency, letter contrast or letter instance. Each image
was presented for 1 s, and the observer had to indicate
the letter seen. The recognition rate was determined as a
two-variate function of the noise spatial frequency and
the letter contrast for each of the 55 referred points. The
curve in the spatial frequency-luminance contrast space,
along which the recognition rate amounted to 90%
(more precisely, between 77% and 100% with p = 0.05),
was determined by interpolation. This experiment was
carried out for different letter sizes (h=0.7°,1.8°,
2.9°,5.5°) and contour widths (w = 0.08°,0.4°). Instead
of letters, the same set of experiments was carried out
with object icons (heart, pear, half-moon, and cup) and
with bars of different orientations: 0° (-), 45° (/), 90° (|)
and 135° (\). All experiments were conducted with two
observers. The results obtained for the two observers
were consistent with each other within the statistical
error.

2.2 Results

Figure 1 illustrates the simultaneousness of the effect
for letters, bars, and object icons. It is obvious that
the observed effect is not specific to the recognition of
letters, which was the focus of the study by Solomon
and Pelli (1994), but applies also to other objects and
even to single bars. As illustrated quantitatively by
Fig. 4a, the results for bars and letters are the same
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Fig. 4. a Bar and letter contrast at 90% recognition rate as a
function of the spatial frequency of the noise. The stroke width is
denoted by w (Observer 1). b Bar contrast at 90% recognition rate as
a function of the spatial frequency of the noise; 4 denotes the bar
length. Bar width was kept constant at w = 0.4°. The same results
were obtained for letters and object icons (Observer 2)

within the statistical error. The same results are
obtained for object icons as well. These results suggest
that an explanation of the observed effect should be
sought in the low-level interaction of the band-limited
noise with the contours of an object rather than with
the object as a whole, be it a letter or not.
Furthermore, as illustrated by Fig. 4a, the frequency
domain of most effective inhibition depends on the
stroke width of the object contour: the recognition of
two bars or letters of the same size but different
contour widths is most effectively inhibited in different
frequency domains — the thinner the contours, the
higher the characteristic domain of inhibition frequen-
cies. In contrast, the frequency domain of most
effective inhibition does not depend on the object
size. The sole effect of object size on the inhibition is
that of contrast rescaling: objects of a given size and
contour width are correctly recognized at a lower
contrast than the same objects of a smaller size and
the same contour width. The object size has no
essential effect on the general form of the curve that
describes the dependence of the contrast on the spatial
frequency of the noise (Fig. 4b).
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3 Computational models and experiments
3.1 Simple and complex cells

3.1.1 Simple cells and Gabor filters. The spatial-summa-
tion properties of simple cells can be modelled by a
family of 2-D Gabor functions (Daugman 1985). We use
a modified parameterization according to Petkov and
Kruizinga (1997) that takes into account restrictions
found in experimental data. A receptive field function
9i00,0(X, ), (x,y) €Q C R?, centered in the origin
specifies the response to an impulse at point (x,y) and
is defined as follows:

P
gl,a,@,(p(xvy> =e 2 cos(znI + )
% = xcosf + ysin 0, (1)

y=—xsin0+ycos0 ,

where y = 0.5 is a constant, called the spatial aspect
ratio, that determines the ellipticity of the receptive field.
The standard deviation ¢ of the Gaussian factor
determines the size of the receptive field. The parameter
/. is the wavelength and 1/ the spatial frequency of the
cosine factor. They are called, respectively, the preferred
wavelength and preferred spatial frequency of the Gabor
function. The ratio /7 determines the spatial frequency
bandwidth and the number of parallel excitatory and
inhibitory stripe zones that can be observed in the
receptive field (Fig. 5). In this paper, we fix the value of
this ratio to ¢/1=0.56, which corresponds to a
bandwidth of one octave at half-response. The angle
parameter 0,0 € [0, ), determines the preferred orien-
tation. The parameter @, ¢ € (—=, 7], is a phase offset
that determines the symmetry of g; 4.4, q,(x y) with respect
to the origin: for ¢ = 0 and ¢ = = it is center symmetrlc
(also called even), and for ¢ = —7/2 and ¢ = /2 it is
antisymmetric (or odd); all other cases are asymmetric
mixtures.

The response 7;4,,(x,y) of a simple cell with a re-
ceptive field function g, 9, (x,y) to an input image with
luminance distribution f(x,y) is computed by weighted
integration:

Fig. 5. Intensity map of a 2-D Gabor function that models the
spatial-summation properties of a simple cell. Gray levels, which are
lighter and darker than the background, indicate zones in which the
function takes positive and negative values, respectively. The bright
ellipse x2 + (yy)* = 46? specifies the boundary of the classical
receptive field outside which the function takes negligibly small values

r)(r@(/)xy
//fu Ug/u(fﬁ(/)( —X,0— )dudv . (2)

The model used in (Petkov and Kruizinga 1997) also
involves half-wave rectification and contrast normaliza-
tion, but we do not need these aspects of the function of
simple cells in the context of this paper. In image
processing and computer vision, the filter defined by
Egs. 1 and 2 is known as the (linear) Gabor filter.

As we shall see below, stimuli outside the CRF can
have considerable influence on the response of a neuron.
The model according to Eq. 2 does not take this effect
into account and can be considered to be correct only
for stimuli that are confined to the CRF. We define the
CREF of a simple cell, which is centered at point (x,y), as
the following elliptic region (Fig. 5):

CRF g = {(u,0) | B — )"+ (77— 9))* <407}
X—a=(x—u)cosO+ (y—wv)sinb, (3)
y—0=—(x—u)sinf+ (y —v)cos0 .

Outside this region the receptive field function

95.0.0,0(u —x,v — y) of the concerned cell takes negligibly
small values.

3.1.2 Complex cells and Gabor energy filters. The Gabor
energy is related to a model of a complex cell that
combines the responses of a pair of simple cells that have
a phase difference of 5. The results ;,00(x,y), and
r;,,mg,,%(x, y) of a pair of a symmetric and an antisym-
metric filter are combined in the Gabor energy
E; s0(x,y) as follows:

Er00(6.3) = \[7 0006 3) + 13 00 5x.3) - (4)

In the following, we use the Gabor energies E; ; ,(x, )
for a number of Ny different orientations

i=0,1,...,Ny—1. (5)

3.2 Models of non-CRF inhibition

Nearly 80% of all orientation-selective neurons in area
V1 show some form of significant response modulation
by texture surrounding their CRFs, with suppression
being much more frequent than enhancement (Knierim
and van Essen 1992; Nothdurft et al. 1999). On average
over the whole population of such cells the response to
an optimal stimulus over the CRF is reduced by 42%
when texture is added to the surround.

We now extend the Gabor energy operator with an
inhibition term to qualitatively reproduce the suppres-
sion influence that surround texture can have. The
choice of this operator, which is a model of a complex
cell, is merely for illustration purposes: the Gabor filter
that is a model of a simple cell can be extended with a
suppression term in a similar way.
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Fig. 6. Non-CRF inhibition is caused by the surround of the CRF,
which is defined by the weighting function w,(x,y)

For a given point in the image, the inhibition term is
computed by weighted summation of the responses in a
ring-formed area surrounding the CRF centered at the
concerned point (cf. Fig. 6). We use a normalized
weighting function w,(x,y) defined as follows:

1
Wo(x,y) = s (DoGel(x, ),
DoG, PG ) .
0 z<0 (6)
He) = {
z z>0,
where H(z) and ||.||; denote half-wave rectification and
the L; norm, respectively, and DoG,(x,y) is the
following difference of Gaussian functions':
7xz+y2
DoG,(x,y) = e 2007
(x,) 27‘5(40’)2
1 x24y2
_ T2
o2t ™

We consider two types of inhibition: isotropic and
anisotropic. In anisotropic inhibition, only neurons with
the same preferred orientation as the concerned neuron
contribute to the suppression. In isotropic inhibition, all
surround neurons contribute to the suppression in an
equal way, independently of their preferred orientations.

3.2.1 Anisotropic inhibition and bar cells. We model
anisotropic inhibition by computing a suppression term
t,.0.0,(x, ) for each orientation 0; as a convolution of the
Gabor energy Ej ¢, (x,y) for that orientation with the
weighting function w,(x, y):

t0.0,(X, ) //E;Jg u,v)

—x,v—y) dudo . (8)

We now introduce a new operator bme (x,y), which
takes as its inputs the Gabor energy E; ;, ( y) and the
inhibition term ¢, 4, (x, »):

! The combination of standard deviations 4¢ and ¢ was chosen in
such a Wdy that the zero crossings of DoG, (x, y) are near the circle
x +y = 4¢2. More precisely, one can take x> + (/y) instead of
x? 4 )7 as an argument on the right-hand side of Eq. 7 with ¥ and 7
according to Eq. 1. The concerned area will then have an elliptic
boundary like the one shown in Fig. 5. We did not do that for
reasons of simplicity and computational efficiency and also because
this did not influence the results substantially.
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bl (x,y) =

2,0,0;

H(E}0,(X,9) — 0t.5.0,(x,9)) )

with H(z) defined as in Eq. 6. The factor « controls the
strength of the suppression exercised by the surround on
the Gabor energy operator. Notice that one can model
enhancement by taking negative values of .

As to the function of this operator, one can say the
following. If there is no texture in the surrounding of a
given point, the response of this operator at that point
will be similar to the response of the Gabor energy
operator. (Actually, the response will be slightly re-
duced.) A line or edge passing through that point will be
detected by the introduced operator in the same way as
it is detected by the corresponding Gabor energy oper-
ator of appropriate orientation. However, if there are
other lines and edges in the surroundings, the inhibition
term ¢, 5 9,(x, ) may become so strong that it can cancel
completely the contribution of the Gabor energy oper-
ator, resulting in a zero response of the operator intro-
duced above. The operator will thus respond to isolated
lines and edges and show reduced or no response to
textures of edges.

The computational model defined by Eq. 9 is similar
to the bar cell operator introduced by Petkov and
Kruizinga (1997)2. These authors introduced the term
“bar cell” as a reference to the preference of the operator
for bars vs. gratings. However, this term was not used to
suggest a sharp functional division within the group of
orientation-selective cells. Only in the extreme case of
complete suppression will the operator respond exclu-
sively to single bars and not respond to gratings of any
periodicity. Such neurons have occasionally been en-
countered in neurophysiological studies (Schiller et al.
1976; von der Heydt et al. 1992). At the opposite end of
the function continuum of orientation-selective cells, one
can find the grating cells (von der Heydt et al. 1992),
which respond optimally to gratings and, in the extreme
case of “‘gratingness,”” do not respond to single bars.

Note that, for the type of suppression modelled by
Egs. 8 and 9, surround lines and edges of the same
orientation as the main stimulus over the CRF will have
a stronger suppression effect than such stimuli of other
orientations, with suppression being weakest for sur-
round stimuli that are orthogonal to the main stimulus.
This type of differential response modulation for parallel
vs. orthogonal surround texture has been observed by
Nothdurft et al. (1999) in 24% of a large population of
orientation-selective cells in area V1 of anesthetized
macaque monkeys. These authors called such neurons
“orientation contrast cells.” In an additional 12% of the
cells, the reverse effect of stronger suppression by an
orthogonal surround texture was observed. The same
authors called these latter neurons ‘uniform cells.”
Similar data were obtained for alert monkeys (Knierim
and van Essen 1992): 32% orientation contrast cells and
6% uniform cells.

2 The authors of that work use as an inhibition term the response
of a grating cell, which is computed in a more intricate way from
the simple or complex cell responses in the surround.
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Fig. 7. a Synthetic input image. b The Gabor energy operator
responds to lines and edges independently of the context, i.e., the
surroundings in which these lines and edges are embedded (a max-
value superposition of operators for different orientations is shown).
¢,d The anisotropic inhibition operator according to Eq. 10 responds
differently to isolated lines and edges and lines that are surrounded by
a grating of a different orientation on the one hand and bar gratings
on the other. It leaves relatively unaffected the former stimuli and
suppresses the latter ones. As a result, the responses to one and the
same line — consider the vertical line in the middle of the input image —
can be different, depending on the surroundings, the context, in which
the line is embedded. The response to a line surrounded by similar
parallel lines is reduced ¢, which might be the reason for the decreased
perceptual saliency of such lines. In the extreme case, corresponding to
large values of the inhibition coefficient o, the operator does not
respond at all to gratings and lines that comprise a part of such
gratings d. The response reduction observed in neurophysiological
measurements can vary from moderate to very strong. For instance, it
can amount to 90% of the response to an optimal stimulus over the
CRF (Nothdurft et al. 1999)

The various terms mentioned above — bar cell, ori-
entation contrast cell, and uniform cell — emphasize
different aspects of the function of an orientation-
selective neuron with anisotropic non-CRF inhibition.
(At the same time, they illustrate the risks and limita-
tions of naming a neuron type after a stimulus: such
naming focuses attention on only one aspect of the
neuron’s function.)

For visualization purposes we now construct a new
map b}”(x,y) with values of maximum response of
bj.’:,oi (x,y) over all orientations:

bj:j(xvy) = max{gf::_()i(xay) |
i=0,1,...,Ng—1} , (10)

Defined in this way, the concerned operator will respond
to isolated lines, edges, and bars of any orientation, but
it will give a reduced response or not respond at all to
groups of such stimuli that make part of a grating. See
Fig. 7¢.d.

Figure 8 shows the output of the above-defined oper-
ator for the input images of Fig. 2c and different (positive)
values of the coefficient « that controls the strength of
suppression. This figure illustrates how the anisotropic
inhibition of the type modelled by Egs. 8 and 9 can ac-
count for the effect of decreased saliency of contours
embedded in a surrounding of lines of the same orienta-
tion. In the same way, this type of suppression can account
for the orientation contrast pop-out effect (Fig. 9). Of
course, this holds for the so-called “orientation contrast
cells” or, equivalently, “bar cells”. For “uniform cells”

A

(d)

7
Ll

Fig. 8. Input images a and outputs of the anisotropic inhibition
operator for different strengths of suppression: b =0 (no
suppression), in this case the operator is equivalent to a superposition
of complex cell operators; ¢ & = 2; d o = 3.5. The saliency of the leg of
the triangle in the bottom row, which is parallel to the surrounding line
grating, decreases with increasing strength of the suppression

(a)

the opposite effect should be expected?. Due to the higher
incidence of “‘orientation contrast cells” vs. “uniform
cells” the overall effect over the whole population of
anisotropic inhibition cells should be similar to the one
illustrated by Fig. 8 and Fig. 9.

3.2.2 Isotropic inhibition and general suppression cells.
Nothdurft et al. (1999) found no significant difference in
the modulation of the response to a center line stimulus
by surround textures that were parallel or orthogonal to
the center stimulus in 40% of the V1 cells they studied in
monkeys under anesthesia. (In a previous study by
Knierim and van Essen (1992), 27% of such cells were
found in alert monkeys.) They found that suppression
was far more frequent than enhancement. We refer to
this type of suppression as isotropic inhibition* and
model it by taking as an inhibition term the sum of the
inhibition terms according to Eq. 8 over all possible
orientations:

iy
B o\ (x,y) = H(E;00,(x,7)
Ny—1

—N%;%,e,»(x,y)) : (11)

The factor f§ controls the strength of the suppression
exercised by the surround on the Gabor energy operator.

For visualization purposes we now construct a new
map bﬂ"ﬁ(x, y) with values of maximum response of

17 . . .
b5, (x,y) over all orientations:

byl (x,y) = max{B}’ , (x,y) |

i=0,1,...,Ng—1} . (12)

This operator responds to isolated lines, edges, and bars
of any orientation, but it gives a reduced response or

3 In this case, the inhibition term #; ,4,(x,y) in Eq. 8 is computed
by integrating E) 4.4,1x/2(1,v) instead of Ej 4, (u, ).

4 The term used by Nothdurft et al. (1999) to refer to the neurons
that exhibit this type of inhibition is “general suppression cells.”
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Fig. 9. Input images a and outputs of the anisotropic inhibition
operator for different strengths of suppression: b « =0, c a =2, d
o = 3.5. The larger the suppression, the stronger the pop-out effect
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Fig. 10. a Synthetic input image. b The Gabor energy operator
responds to lines and edges independently of the surroundings in
which these lines and edges are embedded. ¢,d The isotropic inhibition
operator leaves relatively unaffected isolated lines and edges but
suppresses gratings and lines surrounded by gratings. Depending on
the strength of the inhibition coefficient f, the response to a line
embedded in texture can be reduced (c: f=7) or completely
suppressed (d: f# = 13.5). In neurophysiological measurements, the
strength of this type of suppression was found to vary considerably
from neuron to neuron, from mild to strong and even complete
suppression (Nothdurft et al. 1999)

does not respond at all to such stimuli if they are
embedded in a texture of oriented stimuli, independent
of the orientation of these latter stimuli (Fig. 10c,d).
While isotropic suppression cannot account for orienta-
tion contrast pop-out, it may explain the decreased
saliency of contours embedded in texture (Fig. 11).

3.3 Results

We applied the computational models defined by Egs. 9
and 11 to the images we used in the psychophysical
experiments with the human observers. We used letters
and presented combinations of six letter contrasts and
eleven noise spatial frequencies, resulting in 66 points in
the spatial frequency-letter contrast space. Per point, ten
images were used as input to the computational models.

Figure 12 shows test images (in the first and third
rows) and the corresponding responses (in the second
and fourth rows) of the anisotropic inhibition operator
according to Eq. 10 for two spatial frequencies of the
noise and six different letter contrasts. The test images
contain the letter A with contour stroke width
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Fig. 11. Input images a and outputs of the isotropic inhibition
operator for different strengths of suppression: b f=0 (no
inhibition), ¢ f =3, d f = 6. The decreased saliency of the contour
embedded in texture (bottom-left image) can be explained by the
decreased response of the corresponding cells to the contour segments
in the presence of texture in their surroundings

w = 0.08° and background noise with spatial frequen-
cies of 4.3 cpd for the first row and 0.5 cpd for the
third row. The contrast varies from C = 0.5 for the
leftmost image down to C = 0.0156 for the rightmost
image in a row.

In general, the operator removes texture noise while
retaining letter contours; see the operator output in the
last row of images in Fig. 12. However, at low contrasts
and certain frequencies, which are related to the stroke
width of the letter contour, the noise cannot be filtered
without removing the letter contours as well (see second
row of images in that figure). At such frequencies, letter
contours can pass the filter only if they have sufficiently
large contrast, as, for instance, in the leftmost image of
the concerned row. As can be seen, the noise with
spatial frequency of 4.3 cpd (in the first row in Fig. 12)
results in higher suppression, and the letter is unrec-
ognizable in the output image already for a relatively
high value of the contrast C = (0.25. Noise with spatial
frequency 0.5 cpd (see the third row in Fig. 12) does not
obstruct the detection of the letter contour by the op-
erator that much. Only when the contrast falls to
C = 0.0156 does the response of the operator reduce to
almost zero.

Based on the response images of the operator, we
determined the curve in the spatial frequency-letter
contrast space along which the recognition rate
amounted to 90%. Correct recognition in this case
means that the letter contour remains connected in the
output of the operator so that it can be recognized by a
human viewer. This is not always the case: the contour
may be obscured in the output by responses of the op-
erator to the background noise. For instance, the letter is
not recognizable in the operator output shown in the
second image in the second row of Fig. 12 because the
contour is too disconnected.

The utility of the operator output for recognition is
thus done subjectively by a human observer. The rec-
ognition decision can, however, easily be automated, i.e.,
it can be taken by a computer program, e.g., by first
thresholding and binarizing an output image in such a
way that the number of pixels assigned the value 1 in the
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mput; noise 4.3 cpd

operator output

input; noise 0.5 cpd

operator output

Fig. 12. Input stimuli (odd rows) and corresponding responses of the
anisotropic inhibition operator (even rows) computed according to
Eq. 10 with a suppression factor o = 2.0. All input images contain the
letter A with a stroke width w = 0.08°. Six letter contrasts were used,
left to right, C =0.5,0.25,0.125,0.0625,0.03125,0.0156. The input
images shown in the first row contain noise with a spatial frequency of
4.3 cpd. The noise cannot effectively be removed by the operator
without removing the letter contour as well, and already for C = 0.25

resulting binary image is equal to the number of pixels
occupied by a character in an input image. If a suffi-
ciently large number of 1-pixels is found in the area of
the image defined by a binary template of a given
character, that character is considered as correctly rec-
ognized. This will be the case for images of high letter
contrast. For low letter contrasts, most of the 1-pixels in
the binarized output image will be due to noise, and the
template-matching test will give a negative result. In this
way, the usefulness of the operator output for recogni-
tion can be evaluated objectively.

The results of the operator output evaluation for
letters of two contour widths are shown in Fig. 13. For
each letter contour width there is a range of spatial
frequencies of the noise for which, unless the letter
contrast is high enough, the operator cannot effectively
suppress the noise without suppressing the letter contour
as well. The performance of the operator correlates as-
tonishingly well with the perceptual sensitivity of hu-
mans measured in the psychophysical experiments
(compare Fig. 13 and Fig. 4a). Similar results are
obtained with an operator for which the inhibition by
orthogonal texture is stronger than the suppression
caused by parallel texture, as found in 12% of the cells
studied by Nothdurft et al. (1999), and also with the
isotropic inhibition model. This reveals non-CRF inhi-
bition — of both types, isotropic and anisotropic — as the
neural basis of the perceptual effect illustrated by Fig. 1.

C=0.125

=0.0625 =0.03125 C=0.0156

the letter is unrecognizable in the output (second row). The third row
shows input images with superimposed noise with a spatial frequency
of 0.5 cpd, and the fourth row shows the corresponding responses.
The operator effectively removes the background noise while letting
the letter contour pass, except for the bottom-right image in which the
operator response reduces to almost zero. Similar results were
obtained with the isotropic inhibition model according to Eq. 11

4 Summary and discussion

We conducted a series of psychophysical experiments
that demonstrate that the frequency domain of most
effective inhibition of the visual perception of printed
letters superimposed on a background of band-limited
noise depends on the stroke width of the letter contour
rather than on the letter size, as suggested previously by
Solomon and Pelli (1994). The sole effect of object size
on the inhibition turned out to be that of contrast
rescaling: objects of a given size and contour width are
correctly recognized at a lower contrast than the same
objects of a smaller size and the same contour width.
However, the object size has no essential effect on the
form of the curve that describes the contrast dependence
on the spatial frequency of the noise. We also demon-
strated that the observed effect is not specific to the
recognition of letters but also applies to other objects
and even to single bars.

From these results we conclude that the observed effect
need not be attributed specifically to a particular higher
cognitive ability, such as the ability to recognize letters or
to read. Furthermore, the fact that the same spatial-
frequency dependence is observed not only for visual
objects defined by contours but also for simple primitives,
such as bars, means that this dependence is due to the
properties of the visual system at a relatively low level at
which bars, lines, and contours are detected (presumably
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Fig. 13. Letter contrast as a function of the spatial frequency of the
noise. The plot shows letter contrasts for which the anisotropic
inhibition operator filters out noise and allows a sufficient part of the
letter contour to pass so that the letter can be recognized
(automatically or by a human observer) in the output of the operator
in 90% of the cases. The performance of the operator correlates
almost perfectly with the psychometric curves shown in Fig. 4a.
Similar results were obtained with the isotropic inhibition model

V1) rather than to its properties at higher levels where
integration of information and recognition takes place.
The dependence of the detection contrast on the object
size can be explained in probabilistic terms: at low contour
contrast, some segments of the contour “disappear’ in the
noise; this occurs at places where contour and noise are
“in phase.” Other contour segments are, however, still
visible. The bigger the object, the larger the number of
visible contour segments and the higher the probability to
integrate them into a percept of the object.

Furthermore, we related the observed effect to certain
neural mechanisms and properties of neurons in visual
area V1. More specifically, we attribute this effect to
non-CRF inhibition. This mechanism has previously
been suggested as the possible origin of other perceptual
effects, such as the orientation contrast pop-out
(Fig. 2a) (Knierim and van Essen 1992; Nothdurft et al.
1999) and the suppression of modal contours (Fig. 2c)
(Petkov and Kruizinga 1997). The visual contexts in-
volved in these perceptual effects can be considered
Gestalt grouping contexts. Since, on the one hand, Ge-
stalt grouping processes are traditionally thought to re-
side at late levels of cortical processing and we, on the
other hand, demonstrate how these effects can be ex-
plained by cortical mechanisms residing at fairly early
levels, we think that the concerned mechanisms of non-
CREF inhibition provide an interesting basis for possible
coupling of low-level mechanisms and high-level pro-
cesses.

Our approach is computational: we introduced com-
putational models of two types of cell that incorporate
non-CRF inhibition. The models are based on Gabor
energy filters - models of simple and complex cells — that
are extended by surround inhibition of two types: an-
isotropic and isotropic. Anisotropic inhibition originates
from surround neurons with the same preferred orien-
tation as a neuron under consideration. This type of
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inhibition causes decreased responses to modal con-
tours, i.e., contours embedded in texture of oriented
stimuli of the same orientation as the contour. Isotropic
inhibition originates from all orientation-selective neu-
rons in the surroundings of a given neuron, and it does
not depend on the preferred orientations of these neu-
rons. This type of inhibition leads to decreased responses
to both modal and amodal contours, i.e., to contours
embedded in texture of any orientation.

We applied these computational models to the images
we used in the psychophysical experiments. The compu-
tational results show a dependence of the inhibition effect
on the spatial frequency of the background noise that is
similar to the inhibition effect measured in the psycho-
physical experiments. This dependence was the same for
the anisotropic and isotropic inhibition model. In this
way, while the perceptual effects that involve Gestalt
grouping contexts based on orientation similarity (see
Fig. 2a and c) can be explained only by anisotropic non-
CREF inhibition, the text-masking effect (Fig. 1) and the
contour suppression effect illustrated by Fig. 2b can be
explained by the computational models of both isotropic
and anisotropic non-CRF inhibition.

The primary purpose of computational modelling is to
provide a common quantitative explanation of a number
of related observations and a means to predict the be-
havior of a system in new situations. An interesting
question is whether one can interpret a model in order to
gain an insight into the origins of the model. Newton’s law
of gravitation, for instance, has been very successful ever
since it was proposed, despite the fact that the bare for-
mula itself does not offer any ground for interpretation or
any insight into the possible underlying source of gravi-
tation. In this respect, one must be very careful with
possible interpretations of the equations Egs. 9 and 11
that embody the proposed computational models. A
straightforward interpretation might be that the response
of a V1 neuron is suppressed by the activity of other V1
neurons by inhibitory interconnections. Long horizontal
connections in the striate cortex can connect neurons at
distances by far exceeding their classical receptive fields
(Gilbert and Wiesel 1989) and were shown to link cells
with similar preferred orientations (Ts’o et al. 1986; Ts’o
and Gilbert 1988). When such connections end on inhib-
itory interneurons (McGuire et al. 1991), they can pro-
duce the suppression observed in neurophysiological
experiments (Knierim and van Essen 1992; Nothdurft
et al. 1999) and modelled in the equations proposed in
this paper. However, as shown by Lamme et al. (1997),
feedback from higher cortical areas may also play a
role in non-CRF inhibition. The latency differences
between isotropic and anisotropic suppression found by
Nothdurft et al. (1999) can also be considered as evidence
for the involvement of feedback, at least as far as aniso-
tropic inhibition is concerned. For further discussion on
the role of long horizontal vs. feedback connections, we
refer to Nothdurft et al. (1999).

There is one particular aspect of the computational
models according to Eqs. 9 and 11 that requires special
comment: the inhibition of a neuron with preferred
spatial frequency 1/ is caused by neurons with the same
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Fig. 14. Spatial frequency tuning curves of two Gabor functions with
different preferred spatial frequencies. The preferred spatial frequency
of a Gabor function is selected in such a way that the width (1/2) of
the central excitatory lobe of the function is (approximately) equal to
the width of the contours used in the psychophysical experiments. The
match of these curves with the psychometric curves (Fig. 4a) provides
further evidence for the plausibility of the computational models
according to Egs. 9 and 11

preferred frequency. One can verify the plausibility of
this assumption in the following way. If we assume that
a contour of given width w is detected primarily by the
activity it causes in neurons with a certain preferred
spatial frequency 1/4 that is related to w, then the
strength of the inhibition by superimposed band-limited
noise will follow the spatial frequency tuning curve of
the inhibiting neurons. The responses of these neurons
are modelled by Gabor functions according to Eq. 1.
Figure 14 shows the spatial frequency tuning curves of
two such functions with different preferred spatial fre-
quencies. The good match of these curves with the
psychometric curves that specify the actual suppression
effect that was measured in the psychophysical experi-
ments (Fig. 4a) provides further evidence for the plau-
sibility of the proposed models.

Finally, it was suggested by Nothdurft et al. (1999) that
non-CRF inhibition may play a certain role in texture
segmentation by generating sensitivity to (texture) feature
contrast. Our computational model supports this as-
sumption. The anisotropic surround inhibition operator
(Eq. 9), for instance, will respond more strongly at the
boundary between two textures of different preferred
orientations than inside uniform texture regions. Both the
isotropic (Eq. 11) and the anisotropic (Eq. 9) operator
will respond more strongly at the boundary between two
textures of different spatial frequency spectra than inside
these textures. Besides this role of non-CRF inhibition, we
think that the biological utility of non-CRF inhibition is
the separation of contour from texture information and
the mediation of object contours to higher cortical areas,
as previously proposed by Petkov and Kruizinga (1997,
2000). Indeed, while non-CRF inhibition scarcely influ-
ences the responses to isolated contours, i.e., contours
that are not embedded in texture, it strongly reduces the
responses to texture. The biologically (in our view) most
important effect of this neural mechanism might thus be
that of contour (vs. texture) detection.
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