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ABSTRACT

A general framework for automatic segmentation of diatom images is presented. This

segmentation is a critical first step in contour-based methods for automatic identification of diatoms by
computerized image analysis. We review existing results, adapt popular segmentation methods to this
difficult problem, and finally develop a method that substantially improves existing results. This
method is based on the watershed segmentation from mathematical morphology, and belongs to the
class of hybrid segmentation techniques. The novelty of the method is the use of connected operators for
the computation and selection of markers, a critical ingredient in the watershed method to avoid
over-segmentation. All methods considered were used to extract binary contours from a large database
of diatom images, and the quality of the contours was evaluated both visually and based on identifi-

cation performance. Microsc. Res. Tech. 65:72-85, 2004.

INTRODUCTION

In this report, we consider the problem of automatic
segmentation of diatom images. This work grew out of
the Automatic Diatom Identification and Classification
(ADIAC) project (du Buf and Bayer, 2002), aimed at
automating the process of diatom identification by dig-
ital image analysis. Diatoms are microscopic, single-
celled algae, which build highly ornate silica shells or
frustules. They live in aquatic environments (fresh and
salt water), and comprise an estimated 200,000 spe-
cies. Diatoms can be identified based on (1) contour
shape and (2) pore patterns or “striae” of the shells,
called striation or ornamentation (du Buf and Bayer,
2002, chapter 2, pp. 9-40). The sensitivity of certain
diatom species to environmental parameters means
that they can be used as indicators of water quality,
pollution histories, or climate change. Other applica-
tions arise in oil exploration and forensic science (diag-
nosis of drowning) (du Buf and Bayer, 2002, chapter 3,
pp. 41-53). All these applications require counting and
identification of different species present in the sample
of interest. However, prior to automatic identification,
reliable segmentation should be performed. Our goal in
this report is to present a framework for automatic
segmentation of high-magnification, grey-scale diatom
images, which improves initial segmentation results
obtained within the ADIAC project (du Buf and Bayer,
2002; Fischer et al., 2002).

There are four main approaches for the segmenta-
tion of grey-scale images (Adams and Bischof, 1994;
Haralick and Shapiro, 1985; Pal and Pal, 1993): thresh-
old techniques, boundary-based methods, region-based
methods, and hybrid techniques, which combine both
boundary and region criteria.

Threshold techniques (Sahoo et al., 1988) assume
that all pixels whose grey-level values are within a
certain range belong to one class. They do not use any
spatial information of the image, are sensitive to noise,
and do not cope well with blurred edges (Adams and
Bischof, 1994). Boundary-based methods (Davis, 1975)
postulate that changes between regions are abrupt.
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Examples are local filtering techniques, such as edge
detectors (Canny, 1986), or active contour methods (Co-
hen, 1991, Kass et al., 1987). Because these methods
cannot ensure continuous edge-detection, an edge-link-
ing step must be used to produce closed contours. Ac-
tive contour methods automatically produce closed con-
tours and (usually) provide better edge localization, but
they are sensitive to noise and require an initialization
step that is hard to automate. Region-based methods
assume that neighboring pixels within the same region
have similar values. Representative methods are re-
gion growing (Haralick and Shapiro, 1985), split-and-
merge techniques (Horowitz and Pavlidis, 1974; 1976),
and clustering methods (Haralick and Shapiro, 1992).
The main advantage of region-based methods is that
they use and adapt the statistics inside the region, but
they generate small holes and irregular boundaries.
Hybrid techniques combine both boundary and region
criteria. Two important representatives of this class
are morphological watershed segmentation (Meyer and
Beucher, 1990; Roerdink and Meijster, 2000) and
seeded region growing (Adams and Bischof, 1994). Ad-
vantages of watershed segmentation are that it (gen-
erally) leads to closed boundaries of the image regions
and it can describe edge junctions (Najman and
Schmitt, 1994). In contrast, edge detectors based on
zero-crossings of differential operators such as the
Laplacian-of-Gaussian methods (Haralick and Sha-
piro, 1992) do not allow detection of T-junctions (Torre
and Poggio, 1986). However, the watershed technique
has one major drawback, namely severe over-segmen-
tation. Various methods have been proposed to deal
with this issue: image pre-processing by (adaptive)
smoothing (Weickert, 2001), region merging as a post-
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Fig. 1. Some examples of diatom shells. Spatial dimensions (left to right): 48 X 15, 40 X 7.5, and 42.5 X 16.2 pm.

processing step (Haris et al., 1998), watershed from
markers (Lotufo and Falcao, 2000; Meyer and Beucher,
1990), hierarchical segmentation (waterfall algorithm)
(Beucher, 1994; Grimaud, 1992), and multiscale gradi-
ent watershed (Jackway, 1995).

In this report, we have adopted a systematic ap-
proach. We review the results by Fischer et al. (2002),
try to adapt existing methods from each of the four
standard approaches, and finally propose a watershed
algorithm with a new marker selection scheme, which
shows the best overall results. We emphasize that this
study is not a review on segmentation methods in gen-
eral. Instead, it focuses on the segmentation of diatom
images for the purpose of classification.

MATERIALS AND METHODS
Automatic Slide Scanning

The input of all segmentation methods considered
here consists of grey-scale, high-magnification images
of diatom shells obtained by automatic slide scanning
(Pech-Pacheco and Cristobal, 2002).

The overall procedure of the automatic slide scan-
ning system consists of three parts. First, image acqui-
sition at low magnification is used to obtain a pan-
oramic view of the whole slide, which allows the extrac-
tion of the position and size of all particles. Second, an
intermediate resolution particle screening is carried
out in order to eliminate non-diatom particles. Third,
images are captured at high magnification using auto-
focusing and multi-focus fusion. Particle screening is
used to remove a substantial number of particles (de-
bris, broken valves) that are not required to be ana-
lyzed. The output of the system is an annotated gallery
of images that can be used for diatom segmentation
and identification. Some examples of diatom shells ob-
tained by automatic slide scanning are shown in Fig-
ure 1; the typical size of these images ranges from
200 X 400 to 600 X 900 pixels. For further details on
slide scanning, we refer to Pech-Pacheco and Cristobal
(2002).

Image Acquisition

Diatom samples were analyzed using a Zeiss Axio-
phot photomicroscope, with a 100-W halogen light
source, and with 4%, 10X (low magnification), 20X
(medium magnification), and 40X (high magnification)
lenses. The ocular magnification was 0.6X. Image ac-
quisition was performed using the LG-3 grey-scale
frame grabber from Scion. The LG-3 is connected to a
Cohu 4910 series monochrome CCD camera, which is a
high-quality, economical choice for grey-scale scientific
imaging applications. The frame grabber resolution
(CCIR) is 768 X 512 pixels and the pixel depth 8 bits.
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Fig. 2. Heuristic thresholding example. Top: Diatom image (28 X
7 pm). Center: Background (solid) and diatom (dashed) histograms.
Bottom: Resulting binary image.

The microscope stage was controlled with a H101
(4"x 3") controller from Prior Scientific, with a step size
of 0.1 pm for the X-Y axes and 1 pm for the Z-axis. The
total travel distance of the microscope stage for the
X-Y-Z axes is 11 X 7 X 1 cm, respectively.

The size range of the particles analyzed was between
20 and 260 pm, which can be considered part of the
microplankton. Smaller diatoms (nanoplankton) can-
not be observed using the available system, because
they require oil-immersion lenses. The size ranges of
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Fig. 3.
19 X 8 pm). Bottom: Resulting binary images.

the particles that can be observed with the lenses are
as follows: 10X: range = 131-260 pm; 20X: 61—
130 pm; 40X: 20—60 pm. Subsequently, we will indi-
cate the spatial dimensions of the bounding box of the
central diatom shell present in each image.

Problematic Images

Ideally, each image should contain a single diatom
shell. However, there are some serious obstacles to be
overcome by all segmentation methods. We mention a
number of these problems.

First, diatoms may overlap or be very close to each
other. Also, they can be fragmented or may not be in
proper focus. Dust specks and debris may be present in
the images. If the illumination around the diatom is
not uniform, most global thresholding methods fail to
find the outlines. In addition, diatoms in microscopic
images exhibit the same grey levels as the background,
so that the histogram is unimodal (Fischer et al., 2002).
This fact obstructs most threshold selection methods
that assume multimodal histograms. Moreover, if the
diatom is not in proper focus, the edges are blurred and
can only be partly detected by most edge detection
techniques. Although region-based methods are more
flexible, pixels belonging to debris or fragmented dia-
toms can often not be uniquely assigned to either dia-
tom or background regions.

RESULTS
Segmentation Methods

In this section, we describe each image segmentation
technique (grouped according to the classification given
above), give example results, and, if appropriate, de-
scribe specific pre-processing steps. Postprocessing and
boundary-extraction steps, which are common to all
segmentation methods, are described later in this sec-
tion. The output of each segmentation method is as-
sumed to be a binary image, in which candidate diatom
contours are depicted in black over a white back-
ground.

In each technique, parameter values have to be de-
termined that give the best results for the diatom im-
ages. This involves an iterative process of guessing

r

Iterative threshold selection. Examples. Top: Input images (left to right: 19 X 16, 20 X 17, and

suitable initial parameter values, evaluating the re-
sults, and refining the values. Two remarks should be
made: (1) the values reported here are not the result of
an exhaustive search of the parameter space, because
such a search would require an impractically long time;
(2) the parameter values were adjusted in an attempt
to give best average performance across all the images.

Thresholding

Since most diatom images exhibit a unimodal histo-
gram, threshold selection methods based on statistics
of the grey-level distribution fail. Thus, we shall use
only those threshold techniques that make no assump-
tion about the distribution of grey-level values.

Heuristic Thresholding. Fischer et al. (2002) pro-
posed a simple heuristic procedure for global threshold
selection, which was successfully used to extract dia-
tom contours. Starting from the maximum value of the
histogram of the image, a search proceeds towards the
left tail of the histogram until the first entry is located
that has a frequency not higher than 15% of that of the
mean value. The grey level that corresponds to this
entry is chosen as the threshold. This heuristic is mo-
tivated by the fact that the histogram of the back-
ground is strongly peaked, while the histogram of the
diatom itself is just a flat curve. In addition, diatoms
have grey levels similar to those of the background, and
only small ranges to the left and right of the main peak
of the histogram characterize the dark borders or the
light diffraction halos typically occurring around dia-
toms in optical microscopy images. Typically, such grey
levels do not occur in the background, except for very
dark regions related to debris such as ash or sand
grains. An example is shown in Figure 2, where the
mean value is 177 and, by applying the criterion of
Fischer et al. (2002), a threshold value of 173 is found.
All pixels with grey level above the threshold were
marked in white and all other pixels in black. Notice
that by following the black border around the diatom,
the correct contour can be found.

Iterative Threshold Selection. Ridler and Calvard
(1978) have suggested a simple but efficient iterative
method for threshold selection. Assume that the input
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Fig. 4. RATS method. Examples. Left: Input images (19 X 8 pm). Middle: Threshold maps. Right:
Resulting binary images. Top: No preprocessing. Bottom: After bottom-hat filtering.

image contains only two classes of pixels: (1) pixels within
diatom regions, and (2) pixels in the region surrounding
the diatoms (background). The segmentation threshold is
selected through the following iterative procedure.

1. Initialize the threshold T'° with the smallest grey
level present in the input image.

2. Let T be the threshold at step i. Let p,; and p, be
the mean grey-level of the current set of diatom and
background pixels respectively, after segmentation
with threshold 7'*. Choose the new threshold for
stepi + 1 as

i1 Ma e

T = 9 -

3. Repeat until stability, i.e., until T**! = T*; the
value of the final threshold is given by T*.

Some results of this method are shown in Figure 3.
Although the input images are difficult to segment
because of debris and fragments of other diatoms, the
contours of the central diatoms are correctly found and
can be traced.

Robust Automatic Threshold Selection (RATS).
Kittler et al. (1985) introduced the Robust Automatic
Threshold Selection (RATS) algorithm for segmenta-
tion. The RATS method computes thresholds either
locally or globally using a weighted average of the grey
levels within arbitrary areas of an image. A variant of
the RATS algorithm (Wilkinson, 1998) uses a quadtree
representation of the input image, and the weight as-
signed to each pixel is the squared response of a Sobel
edge detector at that pixel. Within a given region R;
indexed by j, the threshold T is computed using the
gradient-magnitude image E and the original grey-
level image I by

D E[i]-I[i]
i€R;
T =—e———
’ > Eli]
i€R;

The computed threshold values are assigned to the
centers of the smallest regions, and then interpolated
across the entire image space. For more details about
this method we refer to Wilkinson (1998). The method
has three parameters, the number of levels L in the
quadtree, the noise level o and a parameter \, which is
used during threshold computation to omit the pixels
with gradients below \ - ¢. In our experiments, the best
results (where “best” is defined in terms of visual qual-
ity or identification performance) were obtained for L =
5,0 = 4.0, and A = 3.0. All these values are identical to
those indicated in Wilkinson (1998), except that of the
noise level o, which was increased from 2.0 to
4.0. Because of the high content of debris present in
most diatom images, some pre-processing was neces-
sary before using this method. As mentioned at the end
of the second section, most diatoms show a prominent
dark outline caused by the inwardly curved cell wall.
Therefore, a morphological bottom-hat filter (Haralick
and Shapiro, 1992) with a structuring element of size
50 X 50 was used to extract the dark border, prior to
thresholding.

An example is shown in Figure 4. The top and bottom
rows refer to the case of no preprocessing, and prepro-
cessing by the bottom-hat filter, respectively. Notice
that without preprocessing, the diatom outline is con-
nected to some circular debris at its right end, so that
a correct contour cannot be traced. When the bottom-
hat filter is applied, a much better result is obtained
and the correct contour can be found.

Boundary-Based Techniques

We discuss one of the representative methods of this
class, i.e., the Canny edge detector (Canny, 1986). This
method uses a discrete gradient operator in a local
neighborhood of each pixel. High responses of this op-
erator provide candidate edge pixels. Hysteresis
thresholding is used to decide whether weak responses
correspond to edges or not. For diatom segmentation,
the Canny edge detector yielded good results (Fischer
et al., 2002), and it successfully complemented the
threshold-based methods. Some examples are shown in
Figure 5. In spite of the presence of fragmented dia-
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Fig. 5. Canny edge detector. Examples. Top: Input images (left to right: 65 X 13.3, 41.2 X 4, 37.5 X
8 pm). Bottom: Resulting binary images.
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Fig. 6. Split-and-merge method. Example. Top: diatom image Fig. 7. Clustering. Example. Top: Diatom image (63.3 X 10.5 wm).
(18.7 X 6.2 pm). Center: Output of the split-and-merge method. Center: Over-segmentation, r = 0.40. Bottom: Undersegmentation,
Bottom: resulting binary image. r=120.
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Fig. 8. Hybrid segmentation method.

Fig. 9. The max-tree structure. Left: A 1-D signal. Center: Peak
components P ¥ of the signal. Right: Its corresponding max-tree.

toms, the contours of the central diatoms are correctly
found.

The three parameters of the method, the width ¢ of
the Gaussian smoothing filter and the low and high
values 1, and 1, of the hysteresis-based thresholding,
were tuned for best performance. The values obtained
were: 0 = 4.0, 7, = 0.5, and 7, = 0.8.

Region-Based Techniques

Region-based methods consider segmentation as a
process that partitions the entire image space R into n
subregions, Ry, R, . . ., R, such that ) U™ R, = R,

and (i) B; N R; = ¢,Vi,jwith i #j. The first condi-
tion requires that every pixel is assigned to a region,
while the second says that the regions must be disjoint.

Split-and-Merge Technique. The split-and-mer-
ge technique supplements the above requirements
by two criteria: (iii) P(R;) = TRUE, Vi, and (iv)
P(R,UR;) = FALSE, fori+# jand R, adjacent to R;.
Here P(R,) is a logical predicate defined over the points
in set R;. The first condition represents the properties
that must be satisfied by the pixels in a segmented
region, while the second condition indicates that any
two adjacent regions must be different in the sense of
predicate P. The general procedure (Horowitz and Pav-
lidis, 1976) is to subdivide an image into a set of dis-
joint regions that are subsequently merged and/or split
in an attempt to satisfy the above conditions. In the
segmented image, the mean intensity value of each
identified region is used as the grey value of that re-
gion.

For diatom segmentation, good results are obtained
using the variance of the grey-level distribution as the
measure of homogeneity. The predicate P(R;) is defined
to be true 0% < T, where o %, is the variance of inten-
sity values inside R; and T is a threshold. However,
using this predicate, it is not possible to obtain a par-
titioning of the input image only into diatom regions
and background. Instead, we can partition the image
into background and other “inside-diatom” (non-back-
ground) regions.

The threshold T is estimated as follows. The image
domain R is divided into B X B square-blocks, and the

:
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Fig. 10. Connected operator filtering. Example. Top: Diatom im-
age (20.5 X 3.7 um). Center: A = 5%. Bottom: \ = 1%.

variance inside each block is computed. Then, variance
samples are drawn uniformly. Let Ay be the area of the
background, and Ay, be the area of all “inside-diatom”
regions. If we denote by m the number of samples
drawn and by £ the number of samples that belong to
“inside-diatom” regions, then A, /Ay = k/m. Assum-
ing that A, = A/ 2, and that the variance of a back-
ground sample is smaller than that of an inside-diatom
region sample, we obtain an estimate of the threshold 7'
as the median of the smallest m — % values (with £ =
m / 2). In our implementation, we use B = 10 and m =
300. Finally, assuming again that the area of the back-
ground is larger than that of the inside-diatom regions,
the grey level of the background region is chosen as the
maximum value of the histogram of the output image,
and a threshold of 10 grey levels below this maximum
value is used to produce the final binary image. The
value of the threshold was determined experimentally
based on the observations made when discussing
threshold-based methods. Most diatom images were
successfully segmented by this method. An example is
shown in Figure 6. The value of the threshold T found
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Hybrid segmentation technique. Examples. Top row: Diatom images (81 X 5.3, 37.5 X 8,

40 X 5 pm). Second row: Filtered images. Third row: Label images. Fourth row: Binary images

resulting from the watershed transform.

is 9.6, and the grey level of the background region is
206. The resulting binary image, after thresholding at
grey level 196, is shown in Figure 6 (bottom).

Clustering. Pattern vectors are extracted from local
search neighborhoods of an input image. In Comaniciu
and Meer (1997), a general auto-clustering technique
was proposed for recovery of significant image features.
An advantage of this method is that the number of
clusters does not need to be known a priori. The outline
of this simple feature space analysis is as follows (Co-
maniciu and Meer, 1997).

1. Map the image domain into the feature space;

2. Define an adequate number of search windows at
random locations in the space;

3. Find the high-density region centers by applying the
mean shift algorithm (Fukunaga and Hostetler,
1975) to each window;

4. Validate the extracted centers with image domain
constraints to provide the feature palette (see the
explanations below);

5. Allocate all the feature vectors to the feature pal-
ette, using image domain information.

This procedure can be easily cast in the form of an
image segmentation algorithm by mapping the mean of

a small neighborhood around each pixel to the feature
space (Comaniciu and Meer, 1997). Grey-scale images
are handled as color images with only the brightness
coordinate defined.

Three parameters define the segmentation resolu-
tion: (1) r, the radius of the search window, taken to be
proportional to the square root o of the trace of the
global covariance matrix; (2) Nmin, the smallest num-
ber of elements required for a significant color, and (3)
Ncon, the smallest number of connected pixels required
for a significant image region. The initial feature pal-
ette is given by significant colors, i.e., colors repre-
sented by at least Nmin vectors in feature space, and
by minimally one connected component with at least
Nmin pixels in the image domain. The final palette is
obtained by mapping the mean values of the feature
vectors to the same colors of the initial palette. Finally,
in a post-processing step, small, connected components
of size less than Ncon are removed.

In our experiments, the best results using this
method were obtained with the following values: r =
1.20, Ncon = 10, and Nmin = 70 X 70. According to the
classification in Comaniciu and Meer (1997), this pa-
rameter setting corresponds to a severe under-segmen-
tation. Therefore, most diatom images are clustered in
two classes, one corresponding to the dark border re-



AUTOMATIC SEGMENTATION OF DIATOM IMAGES 79

gions around diatoms and to some dark striae inside
diatoms, and the other containing the remaining pix-
els. An example is shown in Figure 7. If an increased
segmentation resolution is selected (r = 0.40), the light
diffraction halos around diatoms form new classes
whose corresponding regions are usually merged with
the diatom regions, resulting in ragged and poorly lo-
cated boundaries (see Fig. 7, center image).

A Hybrid Technique Based on the Watershed
From Markers

In this subsection, a method based on the morpho-
logical watershed (Meyer and Beucher, 1990) with a
new marker selection scheme is proposed. The main
steps of our method are shown in Figure 8. The pro-
cessing branches in two paths according to the desired
output. One of the paths ends with the selection of
markers, which produces a label image, while the other
ends with the computation of a gradient-magnitude
image. Both these images are then used in the water-
shed-segmentation step.

The novelty of the proposed technique is the compu-
tation and selection of markers using the concept of
connected operators. A new connected operator is used
to simplify the input image and to produce candidate
marker regions. A further selection step is carried out
to produce the final markers as a label image. Although
this label image can be readily used to trace the diatom
contours, better contour localization is obtained if a
watershed process initiated from the label image is
applied to the gradient of the input image.

Preprocessing. A non-linear method for contrast
enhancement (Fairfield, 1990) is applied to the input
image. The basic idea of the method is as follows. First,
the gradient of the image is computed using the Sobel
operator (Haralick and Shapiro, 1992). Then, for each
pixel of the image, a sliding downhill is performed on
the gradient-squared surface until a local minimum is
found. All pixels along the path followed during the
latter sliding downhill are given the grey-level value of
the local minimum. This contrast enhancement is used
for marker extraction, but not in the step that leads to
the gradient-magnitude image. The reason is that this
technique performs a rough quantization of the grey
levels, which may result in false edges hampering the
evolution of the watershed. Regions associated with
false edges can be eliminated either by the subsequent
filtering step, or during the selection of marker regions.
If some regions still survive, they can be neglected
when the contours are extracted, due to the property of
the watershed to allow for T-junctions.

Connected Operator Filtering. Connected opera-
tors preserve contours of an image and only alter the
grey values of its level components (connected compo-
nents, in the binary case) (Heijmans, 1999; Salembier
and Serra, 1995; Serra and Salembier, 1993). To im-
plement anti-extensive connected set operators, we use
the Max-tree representation introduced by Salembier
et al. (1998).

Before describing this representation, we introduce
some notation. Let R be the domain of a greyscale
image f. A flat zone L, at level h of grey-scale image f
is a connected component of the level set X,(f)={p € R
: f(p) =h}. A peak component P, at level h is
a connected component of the threshold set T,(f) =

a

ey WD

Fig. 12. Hierarchical watershed. Examples. Top-to-bottom: In-
put image (19 X 8 pm); binary images resulting from the watershed
transform with dynamics thresholds set to 5, 13, 20, respectively.

{p €ER :f(p)=nh}). At each level h there may exist sev-
eral such components, indexed as L}, P, with i, j from
two index sets.

A max-tree is a rooted tree, in which each of the
nodes C* at grey-level & corresponds to a peak compo-
nent P%. However, C# contains only those pixels in P#
which have grey level &. In other words, it is the union
of all flat zones L4, C P*. An example of a 1-D signal, its
peak components, and its max-tree representation is
shown in Figure 9. For processing the input image, we
have a three-step process: (1) construction of the max-
tree, (2) deciding which nodes to keep or remove ac-
cording to some criterion, and (3) image restitution,
which transforms the filtered max-tree into an output
image.

Let us assume that components with large areas
compared with the area of their parent component are
to be preserved. Let A(P],) be the area of the peak
component P associated with the node C,. As a mea-
sure, we use the percentage difference between the area
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Fig. 13. Contour extraction. Example. a: Initial image (48.7 X 15 pm). b: Binary image with
watershed lines. ¢: Extracted contours. d: Regions obtained after flood-filling the contours. e: Closed

image. f: The final contour.

of a component and the sum of areas of its child com-
ponents (corresponding to child nodes C%), i.e.,

A(CT)
A(P1)

AP}) — 2iA (P))

84 = 100 X iP5

100 X

(%),

with A; > m, and k&, n from two index sets. Starting with
the root node, 34 is recursively computed according to
the above equation. If for a given node C# this value is
larger than a threshold A, all its direct child nodes are
marked as deleted. In a subsequent step, all marked
nodes are merged with their nearest preserved ances-
tors.

The measure 34 is suitable for simplification of dia-
tom images. The reason is that the shells of most dia-
toms present striae patterns (i.e., alternating dark and
light stripes), and the regions corresponding to the
light stripes will be removed during filtering because
the sum of their areas is small compared to the area of
their parent component.

By the duality f<> — f, one can construct a min-tree,
as explained in Salembier et al. (1998). The effect of
both operators is a simplification of the input image,
controlled by the parameter \. An example is shown in
Figure 10. Notice that for other segmentation prob-
lems, these operators can be augmented by using some
information related to the grey level of the components
or to the variance of the grey-level distribution of the
child components. However, here this filtering step is
used only to provide candidate marker regions, and
such extensions are not necessary.

Selection of Markers. Marker selection is the most
critical part of the watershed method. As the number of
markers does not change during the watershed evolu-
tion, a marker region lost during marker selection can-
not be recovered later. Therefore, special care must be

taken during the marker selection process, for which
we propose the following procedure.

® Compute the morphological gradient with a structur-
ing element of size 13 X 13, and label with zero all
pixel positions where its value is greater than zero;

® Do a connected component labeling (Haralick and
Shapiro, 1992) (with labels greater than zero) of all
regions which are not assigned a value of zero;

® Regions with areas smaller than a threshold of
100 pixels are not considered marker regions, i.e.,
they are marked with a zero label.

At the end of this procedure, all marker regions have
a unique label greater than zero, and all other regions
are marked with zero. Next, basins are grown from
marker regions by the watershed transform under the
control of the magnitudes of edges.

Gradient Magnitude Computation. The gradient
is obtained by convolving the initial image with a de-
rivative Gaussian filter (Haralick and Shapiro, 1992).
In our implementation, the width of the kernel ¢ was
set to 4.0.

Watershed From Markers. The classical water-
shed from markers (Lotufo and Falcao, 2000; Meyer
and Beucher, 1990; Roerdink and Meijster, 2000; Vin-
cent and Soille, 1990) grows catchment basins from
marker regions, which are the regional minima of the
(gradient-magnitude) image. Unfortunately, this ap-
proach leads to over-segmentation. The traditional way
to overcome over-segmentation in the watershed seg-
mentation is to apply a minima imposition operator,
which changes the homotopy of the image in such a
way that the desired markers are the only regional
minima of the image (Meyer and Beucher, 1990). Here
we use an alternative approach, by using a particular
case of the Image Foresting Transform (IFT), which
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Fig. 14. Contour extraction. For each input image (28 X 7, 19 X 8, 48.5 X 14,59 X 12, 61 X 13, and
28.7 X 11.2 pm), from left-to-right, top-to-bottom, binary contours extracted using: heuristic threshold-
ing, iterative thresholding, RATS, Canny edge detection, split-and-merge, clustering, hierarchical wa-
tershed, hybrid.
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TABLE 1. Segmentation results

Segmentation method Errors Performance (%)
Heuristic thresholding 176 78.2
Iterative thresholding 132 83.6
RATS 185 77.1
Canny edge detection 125 84.5
Split-and-merge 120 85.1
Clustering 176 78.2
Hierarchical watershed 108 86.6
Hybrid 16 98.0

has the advantage over the classical watershed that it
guarantees the optimality of the solution, as long as the
cost path is a non-decreasing function of the arc
weights (Lotufo and Falcao, 2000). Also, similarly to
the watershed from markers using an ordered queue,
the IFT does not need a change of homotopy.

All regions in the label image whose pixel values are
greater than zero provide the marker regions from
which the watershed segmentation is initiated. The
watershed propagation is done on the gradient-magni-
tude image. As a final step, the watershed lines are
drawn in order to provide a binary image. Some results
using the proposed hybrid segmentation technique are
shown in Figure 11. Although the large region corre-
sponding to the central diatom in the first image is split
by the marker selection procedure, this is not a prob-
lem since all extracted contours are flood-filled in the
post-processing step. Some T-junctions produced by the
watershed can be observed in the first two cases.

Hierarchical Watersheds

Other techniques to suppress over-segmentation do
exist in the literature, such as waterfalls (Beucher,
1994) and hierarchical watersheds (Meyer and
Beucher, 1990; Beucher, 1994) using dynamics (Gri-
maud, 1992) or extinction values (Vachier and Meyer,
1995) as criteria for selecting markers from the set of
catchment basins. Here we will use the dynamics con-
cept dynamics (Grimaud, 1992) as the basic notion for
hierarchical watersheds, which represents a powerful
tool for selecting significant extrema with respect to a
contrast criterion. The dynamics of a regional mini-
mum is the minimum height a pixel has to climb in a
walk to reach another regional minimum with a higher
dynamics. After the dynamics of each regional mini-
mum is computed, one uses as markers for the water-
shed only minima above a given dynamics. Then, by
varying this threshold one can build a hierarchy of
nested segmentations.

Some examples obtained using this method for dif-
ferent values of the dynamics threshold are shown in
Figure 12. For small values of the threshold, the over-
segmentation problem still remains (Fig. 12, the second
image), whereas larger values result in under-segmen-
tation (Fig. 12, last image). The best overall results
using this method were obtained when the dynamics
threshold was set to 13. We also experimented with
area and volume extinction values (Vachier and Meyer,
1995), but the results were worse than those obtained
using the dynamics criterion (results not shown).

Post-Processing and Contour Extraction

The purpose of this last step is to extract the con-
tours of the diatoms present in the binary images, in
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which diatom borders are depicted in black on a white
background. All borders in the binary image are traced
using a standard contour tracing algorithm (Haralick
and Shapiro, 1992). All extracted contours, which are
necessarily closed, are filled at grey-level zero by a
flood-fill algorithm, and all obtained regions are drawn
in the same image. In a further post-processing step,
an opening with a structuring element of size 3 X 3 is
performed, in order to prune thin structures that may
still be connected to diatom regions, due to debris or
fragments of other diatoms. In this way, the union of
all diatom and inner-diatom regions is obtained and all
diatom contours can be found by tracing only a single
contour per region. Finally, an area closing of A =
4,900 pixels is performed in order to remove small re-
gions that are not considered diatom regions.

The whole tracing process is illustrated in Figure 13.
Notice that inner-diatom regions that were not re-
moved by filtering or by the marker selection procedure
are now merged into one large diatom region.

EXPERIMENTAL RESULTS ON
A DIATOM DATABASE

All segmentation methods described in the previous
section were applied to a database of 808 diatom im-
ages comprising 37 different diatom taxa, each taxon
(class in the pattern recognition sense) having at least
20 representatives (du Buf and Bayer, 2002). The qual-
ity of the extracted contours was evaluated: (1) visu-
ally, and (2) based on identification performance.

Visual Quality

Visual estimation of the quality of the contours was
guided by the following criteria: (1) contours should be
smooth, (2) they should correspond well with the per-
ceived diatom outlines, and (3) they should not enclose
debris or diatom fragments.

Some binary contours for typical samples of the dia-
tom database are shown in Figure 14, for all segmen-
tation methods considered above. All methods (with
one exception, for the second input image) succeed in
extracting the contours of the central diatoms, al-
though fragments of other diatoms or debris may be
close to them (see the first, third and the fourth input
images). Good quality contours of the central diatom in
the second image are extracted only by the edge-detec-
tion, hybrid, and hierarchical watershed methods. For
this image, all other methods failed, producing either
jagged contours (thresholding methods), or no contour
at all (split-and-merge method).

The overall quality of each segmentation method is
shown in Table 1. All contours that did not fulfill the
above requirements and all images for which no appro-
priate contours could be extracted were considered as
errors, and are shown in the second column of Table 1.
The third column in Table 1 shows the performance of
each method as a percentage of the number of good
quality contours. The hybrid technique showed the best
results, producing up to 98% correctly extracted con-
tours, while the performance of all other methods is
smaller by at least 10%. All 16 images where the hybrid
method failed are shown in Figure 15.

An interesting question is how many errors (from
these 16) can be corrected by using all other methods.
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(m)

Fig. 15. Hybrid technique. Problematic images (a-p: 19 X 13, 61.2 X 10.5, 19 X 9.8, 20 X 7.6, 39 X
X

(n)

11,81 X 8.2, 19 X 13.5, 55 X 8,20 X 5,20.5 X 5, 20.2 X 11, 20 X 11.2,20.5 X 11.7, 25

13 pm).

TABLE 2. Corrected errors; (g), (h), (i), (p) refer to Fig. 15

Corrected errors

(g), (h), ()
(g), (h)

Segmentation method

Heuristic thresholding
Iterative thresholding

RATS (h), (p)
Canny edge detection (g), (h), (), (p)
Split-and-merge (h), G)
Clustering

(), (), (p)

Hierarchical watershed

The results of this experiment are shown in Table 2,
referring to the images in Figure 15.

As can be seen from Table 2, only 4 errors can be
corrected when the results of all other methods are com-
bined, and all these are corrected only by the edge detec-
tion technique. The hybrid technique failed in these
4 cases because of the prominent ornamentation of the
central diatoms, which led to wrong contours. None of the
methods can extract good-quality contours from all im-
ages shown in Figure 15a—f. All these images have very
low contrast, at least at one ending of their central dia-
toms (see Fig. 15b and f). The same observation holds also
for the diatom shown in Figure 15j. The images shown in
Figure 15k—m have both poor contrast at the endings of
their diatoms and salient internal structures, and there-
fore all methods failed. Another poor contrast example is
the image in Figure 15p.

This experiment shows that the combined results of
all other methods cannot be much better than the re-

(0) (p)

5,25 X 5, 73.7 X

sult of the proposed hybrid segmentation technique
alone. We conclude that the hybrid technique is indeed
reliable and can be used for automatic segmentation of
microscopic diatom images.

Identification Results

Next, we compared identification performance ob-
tained using contours extracted by the methods in
Fischer et al. (2002) and contours extracted by the
hybrid technique proposed here. In Fischer et al.
(2002), the results of edge detection were combined
with those of heuristic thresholding, keeping the best
contours.

The taxon (class) of each central diatom present in
the input images is known. Both sets of extracted con-
tours were used as input for a feature extractor based
on morphological curvature scale spaces (Wilkinson et
al., 2002). In our identification experiments, we have
used the C4.5 decision tree classifier (Quinlan, 1993),
and the identification performance was evaluated us-
ing 10-fold cross-validation (Kohavi, 1995). The mean
performance (in terms of correctly classified samples)
obtained using the hybrid method was 70.8 * 1.5%.
This compares favourably with the performance ob-
tained using the contours extracted by the methods in
Fischer et al. (2002) which was 64.5 = 1.8, and is very
close to the performance of 73 * 1.6 obtained using
manually adjusted contours (du Buf and Bayer, 2002).
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DISCUSSION

In this report, we have proposed a framework for
reliable automatic segmentation of microscopic diatom
images, which improves initial segmentation results
obtained within the ADIAC project (du Buf and Bayer,
2002; Fischer et al., 2002). Six segmentation tech-
niques were analyzed covering all standard types, i.e.,
threshold techniques, boundary-based methods, re-
gion-based methods, and hybrid techniques. The best
results were obtained by a new hybrid method based on
the watershed segmentation, which substantially im-
proves existing results. The novelty of this method is
the computation and the selection of markers. Our
marker selection uses two procedures, one that com-
putes candidate marker regions based on connected
operator filtering, and another one that selects the final
markers based on the area of each candidate region,
after some morphological post-processing is performed.

All segmentation methods were applied on a large da-
tabase of diatom images, and the results were evaluated
in two ways: (1) by visually inspecting the quality of the
contours; (2) by comparing the identification perfor-
mances using the C4.5 decision tree classifier. Contours
extracted by the methods in (Fischer et al., 2002) as well
as contours extracted by our new hybrid technique were
used as input for a feature extractor based on morpholog-
ical curvature scale spaces (Wilkinson et al., 2002). In the
visual inspection, all techniques yielded more than 75%
correctly extracted contours, while the best result was
that of the hybrid technique, 98%. The mean identifica-
tion performance using the hybrid method was 70.8 =+
1.5%, as compared to 64.5 = 1.8% when using the con-
tours extracted by the methods in Fischer et al. (2002),
and 73 *= 1.6% when using manually adjusted contours
project (du Buf and Bayer, 2002).

Finally, it should be mentioned that the proposed hy-
brid segmentation technique is fast. The CPU time on a
Pentium IIT at 670 MHz to obtain the binary contour
image (including post-processing) is around 3 seconds for
typical image sizes of 800 X 300 pixels. Although thresh-
olding methods are faster (around 2 seconds), the most
computationally expensive part is the post-processing
and contour extraction step. Therefore, our conclusion is
that with the proposed hybrid method, the segmentation
of diatom images can be performed automatically, effi-
ciently, and with very good results. The hybrid method
may be extended to segmentation of phase-contrast im-
ages of cells such as leukocytes, although more research
on this subject is needed.

APPENDIX
A. Binary Mathematical Morphology

A binary image A in the N-dimensional Euclidean
space E" (where E™ = R" or E" = 7") can be considered as
a subset of E”, i.e., A C E". The translation of A by a
vector x € E" is denoted by A + x or A, and is defined as

A+x={c€E"c=a+xforacA}
The reflection of A, denoted by A is defined as
A={cEE"c= —aforacA.

The erosion of an input image A by a structuring ele-
ment B € E" is

ASB={x:B+xCA}
Its dual, dilation is given by
A®B={x:B,NA# d}.

Opening of an input image A by a structuring element
B is defined as

AoB=(ASB)®B,
while its dual closing is

AeB=(A®B)OB.

B. Morphology for Grey-Value Images

All basic binary transforms can be defined as well for
grey-scale images using the concept of umbrae (Serra,
1982; Heijmans, 1994). Then, the dilation becomes a
maximum transformation over a neighborhood of a
given radius, while erosions is the minimum transform
over the neighborhood.

The hat transforms represent an important class of
morphological transforms used for detail extraction
from signals or images. Assume a grey-scale image f
and a 2-D structuring element K. The residue of the
opening compared to the original signal, i.e., f — (f© K)
represents the top-hat transformation. Its dual, the
bottom-hat transform, is defined as the residue of a
closing f ® K compared to the original signal f.

The morphological gradient is defined as the differ-
ence between the dilated and the eroded images.

C. Connected Operators

Connected operators (Salembier and Serra, 1995) are
characterized by the powerful property of preserving
contours, and they only transform an image by selec-
tively altering the grey values of connected sets of
pixels. There are several ways of defining the notions of
connectivity and connected operators. Here we shall
follow the definitions of (Heijmans, 1999; Salembier
and Serra, 1995).

Let E be the domain of a grey-scale image f. A flat
zone L, at level h of grey-scale image f is a connected
component of the level set X, (f) ={p €E:f(p) = h}. A
peak component P,, at level h is a connected component
of the threshold set T,,(f) = {p € E: fi{p) = h).

A flexible way of defining connected operators for
functions is via partitions (Heijmans, 1999). A function
P:E — % is called a partition of E if 1) x € P(x),x € E,
and (ii) P(x) = P(y) or P(x) N P(y) = ¢, for x,y € E. In
words, a partition is a subdivision of the underlying
space into disjoint zones. Let P and P’ be two partitions
of E. Partition P is said to be coarser than P’ (or P’ is
finer than P) if P'(x) C P(x) for every x € E.

Grey-level connected operators can be introduced if we
define a partition associated to a grey-level function f. It
can be shown (Salembier and Serra, 1995) that the set of
flat zones of a function constitutes a partition of the
domain of £, In the following, this partition will be called
the partition of flat zones of f, and will be denoted by C(f).

Definition 1: An operator vy acting on a grey-level
function f is said to be connected if C(y(f)), the parti-
tion of flat zones of y(f), is coarser than C(f).
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Thus, the only operations a connected operator can do
are merging flat zones, and modifying their grey levels.

Definition 2: The connected opening I',(X) of a set of X
at a point x is the connected component of X containing
x if x € X, and ¢ otherwise.

The binary area opening can now be defined as:

Definition 3: Let X C E and A = 0. The binary area
opening of X with parameter \ is given by

I'yX) ={x € X: Area(I',(X)) = \}.

Definition 4: The area opening of a grey-scale image
f is given by

(YuH)(x) = supih: x € T'(T,(H)}.

Thus, the area opening of an image assigns each point
the highest threshold at which it still belongs to a con-
nected foreground component of area A or higher, and it
represents one of the simplest connected operators.

Attribute openings (Breen and Jones, 1996) are a
general class of openings that allow the use of size
criteria other than, for example, area (as used in area
openings). In the binary case, attribute openings can be
obtained by computing some increasing attribute (such
as diagonal of the minimum enclosing rectangle, the
area of the largest circle that can fit inside a region,
ete.) of each foreground connected component, and re-
moving the components for which the attribute is
smaller than a given threshold. At¢ribute thinnings are
a generalization of attribute openings to non-increas-
ing criteria.

The reader is referred to Heijmans (1999), Salembier
and Serra (1995), and Serra and Salembier (1993) for a
complete background on connected operators, Breen
and Jones (1996) for attribute morphology and Jones
(1999), Meijster and Wilkinson (2002), and Salembier
et al. (1998) for efficient algorithms to implement var-
ious connected operators.
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